US009131104B2

a2 United States Patent
Nakafuji et al.

US 9,131,104 B2
Sep. 8, 2015

(10) Patent No.:
(45) Date of Patent:

(54) MANAGEMENT DEVICE, COMMUNICATION
SYSTEM, AND STORAGE MEDIUM

(71) Applicants: Atsushi Nakafuji, Tokyo (JP);

Yoshinaga Kato, Kanagawa (JP)

(72) Inventors: Atsushi Nakafuji, Tokyo (JP);

Yoshinaga Kato, Kanagawa (JP)
(73)

")

Assignee: RICOH COMPANY, LTD., Tokyo (JP)

Notice: Subject to any disclaimer, the term of this

patent is extended or adjusted under 35
U.S.C. 154(b) by 13 days.

@
(22)

Appl. No.: 14/200,294

Filed: Mar. 7, 2014

(65) Prior Publication Data

US 2014/0267565 Al Sep. 18, 2014
(30) Foreign Application Priority Data

Mar. 12, 2013
Jan. 24, 2014

(P
(P)

2013-049226
2014-011501

(51) Int.CL
HO4N 7/15
HO4N 7/14
HO4L 29/06
USS. CL
CPC

(2006.01)
(2006.01)
(2006.01)
(52)
................ HO4N 7/141 (2013.01); HO4L 65/00
(2013.01); HO4L 65/403 (2013.01); HO4L
2203/00 (2013.01)

(58) Field of Classification Search
CPC ... HO4L 65/403; HO4L 2203/00; HO4N 7/141
USPC 348/14.08

See application file for complete search history.

,~REGION A MAINTENANCE

RELAY DEVICE

SYSTEM TRANSMISSION
MANAGEMENT
SYSTEM

(56) References Cited

U.S. PATENT DOCUMENTS

2011/0134806 Al* 6/2011 Kagawaetal. ... 370/259
2011/0185039 Al* 7/2011 Uenoetal. .....ccocoovnn. 709/217
2012/0002003 Al 1/2012 Okita et al.

2012/0314019 Al 12/2012 Asai

2014/0049597 Al 2/2014 Inoue

FOREIGN PATENT DOCUMENTS

JP 2008-199397 8/2008
JP 2011-199845 10/2011
JP 2012-75073 4/2012
JP 2014-38522 2/2014

* cited by examiner

Primary Examiner — Creighton Smith

(74) Attorney, Agent, or Firm — Oblon, McClelland, Maier
& Neustadt, L.L.P.

(57) ABSTRACT

A management device includes a status management part
managing connection statuses of terminals; a group manage-
ment part managing a group associated with the terminals,
and which manages a group status of the group depending on
the connection statuses of the terminals associated with the
group, the group management part setting the group status so
that the group status represents that the group is ready to
connect; a transmission part transmitting to a first terminal
which is not in the group the group status representing that the
group is ready to connect; and responding to a request to
connect to the group from the first terminal, an establishment
part, establishing a session to connect the first terminal to a
second terminal which is in the group, wherein the connection
status of the second terminal represents that the second ter-
minal is ready to connect to other terminals.

9 Claims, 51 Drawing Sheets

1 TRANSMISSION
SYSTEM

;REGION B

(1.1.1.2)

A GOMMUNI
“GATION
NETWORK

(1212) (1.1.2.3)

30c
(1.3.1.2) / .
LAN 17
2c

DEDICATED
O

Q

1122

i%

PROGRAM
SUPPLY SYSTEM

30e

(1113}




US 9,131,104 B2

Sheet 1 of 51

Sep. 8, 2015

U.S. Patent

WHLSAS ATlddNS

oo mmmmmommoo oo WVHDONd ot 55T
i . " _ o §Ze )
(G2 ool @zeD ey ez | @zzh 2901 \.P. g
= - m
tpzer) POCl % e a] ! 03 2902} Gz
“ POl “ g : 4904 |
! P9 VNS WY N T T dc AN L N X
i ¢ Ne-X - | 'NOLLVOINNIWWO NOILVDINNWNOD | 1.4 .
P ] N .. 43LyOIaaa: {03LVOI030 t- B [ ]2
L (€TED) “poLPie o Taor~ /1 eqgLETEH |
“ epor |\ NP0 ot SRR | PO
| T LTINS PO G o
! D AR e 1z CILET W e a’ 1eqoz | 4
. {NV] | EO H—(Langan —+ EEK (N1 9% y3noy! |
1 AM” 1'E _.V H o0L \\\.\.ll.lll ) ! H [ ) \\\.Il.l.lll eQL H ee Am 1'¢ —.v |
! BoOL 1 AX(E1EN POOL S P\ aeoL SN o 5R0 “
m ” \w\\ = \,\ // \\ m m // \\ .V 5= // _n m
m [ JecozLis A Nog T | | ezt 3 1Ee0Z] _ &
“ _// \\\\ ‘ 25 _. __ Z<|_ A /lll \\ | __
LFLED N SR I S B SO W ph WLz
: ereh (@I CRANNY Lo@ren \.l ”
_ q°01 i “ > qep| \..‘_.. "
_ | { MHOMLAN 3
! ma_mc n i NOLLYO- a._.w.cDJ\ "
_ o | | o ) |
| 30021 2, | T mz m_ZDE_\,_OO 08 i “’.’__,.. qegzl m
0 [ ] 008 ! 08 ! 20 [_Jjpeeor
' LENGTAL m WI1SAS } J0IA3A AV13Y oeQZl !
B T T OSSN WALsAs T e e
i W3LSAS omIy-’ .
8 NOIDIH' NOISSINSNVYL | —7 FONVNILNIVIN v NO3 BIE!



US 9,131,104 B2

Sheet 2 of 51

Sep. 8, 2015

U.S. Patent

NN 1G3W
DN | Q4093
@o_\V/ 1 AHOWIW
HSvia [~ vO}
601 801 L0l 501 €0} Z01 10l
< N S N e s N
HOLIMS NoLLNg JAING
oLl HaMOd NOILYd3do| | WNIdaw ass WY WO Nd9
N | _ _ _ | _ _
_ _ _ _ _ _
zoﬁm_mrzoo 4/1 HOSN3S
dNYT WYY R 4/1 AVdsIa 4/1 01 ADI0A SO 4/ YHOMLAN
> \4<zmm_bm_ v v v v
611 8l L} 9Ll g1l i
HINVAAS| | INOHAOMD I | | VHIWYD
~ g 7 IVNIWHEL
GLI vl ZI1 NOISSINSNVH L
9021~ ol
021~ AV1dSId N.GH&




US 9,131,104 B2

Sheet 3 of 51

Sep. 8, 2015

U.S. Patent

€le oowlﬂ

Wnldaaw

DN QH003y

0
Loz~ | iy 1z~ 602~
JARA JAIMA
NON-GD WAIGSW ASNOW QUVOSADI| | 4/1 MMOMLAN
012
AV1dSIa aaH WV WoY Ndo
802 50z- £02- 202° 10z-
¥0Z _‘_
00}'06'05'0€




U.S. Patent Sep. 8, 2015 Sheet 4 of 51 US 9,131,104 B2

FIG.4
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FIG.10
TERMINAL ID PASSWORD
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Otab abab

O1ba baba
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FIG.12
SOURCE
TERMINAL ID DESTINATION TERMINAL ID

Otaa 01ab,01ba,01db,01dc
O0lab 01aa,01ca,01cb

O1ba 01aa,01ab,01ca,01ch,01da,01db
Olcb 01aa,01bb,01db

01db 01aa,01cb,01da
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FIG.14
DELAY TIME IMAGE QUALITY OF RELAYED
(ms) IMAGE DATA (IMAGE QUALITY)
0~100 HIGH RESOLUTION
100~300 MEDIUM RESOLUTION
300~500 ILOW RESOLUTION
500~ (SUSPENDED)
FIG.15
TERMINAL ID | RELAY DEVICEID
Olaa 111a
O1ab i11a
O1ba 111b
01bb 111b
Olca 111c
O1cb 111c
O1da 111d
01db 111d
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FIG.25
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( END )
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FIG.27

( START )

y ,S43-1(S51-1)

OBTAIN COMMUNICATION
STATUSES OF SOURCE TERMINAL
AND DESTINATION TERMINAL

y S43-2(S51-2)

OBTAIN PRE-CHANGE STATUSES
OF SOURCE TERMINAL AND
DESTINATION TERMINAL

COMMUNICATION
STATUS AND PRE-CHANGE
STATUS IDENTICAL

?

S43-6(S51-
YES  s43-4(S51-4) | $43-6(551-6)

OBTAIN POST-CHANGE TRANSMIT
STATUSES OF SOURCE TERMINAL ERROR MESSAGE
AND DESTINATION TERMINAL

,S43~-5(851-5)

CHANGE COMMUNICATION
STATUES OF SOURCE TERMINAL
AND DESTINATION TERMINAL

N
y

END
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FI1G.29

| START REQUEST RECEIVED FROM E
| “JAPAN TOKYO OFFICE AA TERMINAL” ]

___________________________________________________

ONLY PERMITTED PERSON CAN ATTEND
THIS CONFERENCE.

DO YOU JOIN THIS CONFERENCE?

YES NO




US 9,131,104 B2

Sheet 28 of 51

Sep. 8, 2015

U.S. Patent

NOISS3S V.1vd
IN3LNOO HSI'gV1S3

»)

7o/
¢-9.87 ( y0, + QI NOISS3S + ..z_o? + QI TYNINYIL
NOILYNILS3Q) ISNOdSTY LHVLS AVIR

0€Ol4

]

2-GLS’

(MO, + a1 NOISS3S + ,NIOF,, + aI TYNINYIL
NOILYNILS3A) 3SNOdSTIH LHVLS AV13YH

»

(dI NOISS3S + ,NIOr, + Al TVYNIWYI.L
NOLLVYNILS3Q) 1S3N03Y LHV1S ><4mm ¢-¢lS

Z-vLS’

ga

(Al NOISS3S + ,NIOr,, + Gl TYNINYIL
NOILVNILS3Q) 1SINDIY LHVLS AVT3H

2-8/S INIWIOVNVIA

SNLV1S TVYNIANYIL

INIWIOVNYIN
IVNINYEL

»

* IYNITIWYAL _\nuo_

z-1L87

<
«

(0, + AI NOISS3S + Al TYNINY3L .rwm_DOm_m
AV13d) 3SNOS3Y LHVLIS AV13Y

zo_mmumﬁékzmhzooImjmﬁmmmsom
1-9Ls’ _ ;

(,MO,, + QI NOISS3S + ,NIOP,, + O TYNIAYIL

me_:cmm AV13H) 3SNOdS3H 1uVLS AV T

I-GLS’

(A1 NOISS3S + Al TYNINYIL 1S3N03YH
AVIIH) £SINDIY LYVLS AVI3d

i
<

I-vLS’ "

J0IA3A AVIIY (-90¢

1-6/S INIWIOVNYW Tl
L sniviS TNNMIL
1-2LS
(Gl NOISSIS + ,NIOP, + QI TYNINYEL
153034 ><._m_5 183N0 AV
ome_ Eﬁwwomé -L1s eeg L] ._<_,___$_E




U.S. Patent Sep. 8, 2015 Sheet 29 of 51 US 9,131,104 B2

FIG.31

( START )

OBTAIN COMMUNICATION
STATUS OF RELAY REQUEST  ~S872-1-1
TERMINAL (8123-1)

y

OBTAIN PRE-CHANGE STATUS - S72-1-2
OF RELAY REQUEST TERMINAL (S123-2)

COMMUNICATION
STATUS AND PRE-CHANGE
STATUS IDENTICAL

?

S72-1-6
YES] s72-1-4(S123-4) { | (S123-6)
TRANSMIT
OBTAIN POST-CHANGE STATUS
OF RELAY REQUEST TERMINAL ERROR MESSAGE

_872-1-5(S123-5)

CHANGE COMMUNICATION
STATUS OF RELAY REQUEST
TERMINAL

d

y
END




US 9,131,104 B2

Sheet 30 of 51

Sep. 8, 2015

U.S. Patent

V1vQ 30I0A ANV FOVAI
(ANIGIN ‘MOT)

A

\l\
¥6S ATIVND
A VLYQ IONVHO
B €8s | XITVIO
m i YLVQ WHOINOD | v}vq 3010A GNY 3DVIL (HOIH ‘WNIGIN ‘MOT)
1 hal \I\
m e IAHNVHD 16S aq
m m ALITYNO JOVNYI ININESNYIN
! “ 06S (SS3YAAQV dI NOILYNILS3A + ALITVND) m_o_>m_~n__
P J NOLLVINHOANI E._<:o AV
Co A 685
ad
LINIWIOVYNVYI _AANIWIOVNYIN :
ALITYND L00§71|__ALLVNO _ | ALMYNO ININYILIA
EENR) —
ad 98S Y
INIWIDYNVIN ~— L8S
loog | coog |  TWNIANAL SNLL AV13d IDYNYA | Fz_m,___m_m_%wmmqs_

$S3HAAV dl TYNIWYAL + (FNLL AV13Q) NOILYWHOANI AV13d

T
1

[

ANIL AV 130 ) 1 viva 3010A ANV 3DOVINL - S8S 5008

19313d | | "(HDIH 'WNIAIW ‘MOT)
¥8S | .<o _

€8s i ________ >l ALTIVND
— Y.¥d WHIINOD V.1vd I0I0A ANV IDVIAL (HOIH ‘WNIGIN ‘MOT)
¢s 18S sE_ea
TNIWEEL L J0IA3A AV 1IN ﬁ NSRS T \% IYNIWYIL _
qpo1l 8¢ NM.OHH_ 0g eeQg|



US 9,131,104 B2

Sheet 31 of 51

Sep. 8, 2015

U.S. Patent

i
d

(NOILYINHOANI NOILOINNOD

NOILVOI4ILON

FHNTv4 NIOrP

IDIAIA AV13YH + Al NOISS3S)

601S

ad
ANIFANIOVNYIN

NOILVNINY313d

JTVYNINYAL NIOM
L01S”
£005
(Al NOISS3S + ., TIVD,, + dl TYNINYTL 1S3INO3H NIOM)
183n03Y NIOF
go1s— -
1S3n03d NIOr
POLS 14300V
I
1ST1 NOLLVNILS3d
H01S AV1dSIa
_
W3LSAS
IVNINYIL JOIAIA AV 1Y ONBYRYI
pogL— 208 05—

TTVYNINYEL

eeQL



US 9,131,104 B2

Sheet 32 of 51

Sep. 8, 2015

U.S. Patent

IVNINYAL 94 301440 NOLONIHSVM 'S

qpoL QAJ

TVYNINYAL 99 301440 VAIVSO NVdVr

qq10 NSy

TVNINYIAL YV 301440 OAMOL NVdV!

el ﬂw&

JAVN TTVNINY3L

dl TvNINY3L SN1VLS

oov1”

v Old




U.S. Patent

NO

Sep. 8, 2015

FIG.35

( START )

Sheet 33 of 51

, __S106-1

US 9,131,104 B2

OBTAIN COMMUNICATION
STATUS OF CHOSEN JOIN
TERMINAL

TERMINAL

DI MANAGEMENT

DB

IS COMMUNICATION
STATUS “PRIVATE BUSY”
?

DETERMINE THAT TERMINAL IS
NOT ALLOWED TO CONNECT
ESTABLISHED SESSION

~S106—-4

A 4

TRANSMIT JOIN FAILURE
NOTIFICATION

~—S106-5




US 9,131,104 B2

Sheet 34 of 51

Sep. 8, 2015

U.S. Patent

440 H3IMOd

ISNOdS3Y LOINNOOSIA

LeIS—

SNLVLS TVYNIAHIL

0els”| JOVNVI ;

(Al NOISS3S + al TYNINY3L 1S3ND3Y
JAVIT) ISNOLSIY IAVIT

(AI TYNIWYIL) 1S3N03Y ._.Om_ZZOO”wE

»i

—zels

\\ t
621S | 440-¥3IMOd 1d300V

(QI NOISS3S + MO, + ,3AVTT,, + Al IVNINYIL

]

9218 (g1 NOISSTS + 01 TYNINYIL
1S3NO3Y IAYIT) LS3N0IY FAVIT

<%

G¢ls

153N03M IAVIT) ISNOASTY FAVT]
Lz18”~ _

ad
INIWIOVNVYIN

TYNIAYAL

TYNINYEL
NOILVNILS3d ANV
yz1s-— 1 TVNINY3L 1SIND3IH
JAVIT IDOVNYWN

INJWIOVNVIN
NOISS3S €005

|
SNLIVLS IVNINGIL
£z1S ] IOVNYI

T

(Al NOISS3S + ,3AVIT, + Al TYNINHTL
1S3NO3Y IAVIT) LSINDIY IAVIT

A

AR TARS

9€0I4

A
ISENRENELNEL
1z18~] 14300V

05~ WALSAS LNINIOVNVI

L TYNINYEL
eeq)




US 9,131,104 B2

Sheet 35 of 51

Sep. 8, 2015

U.S. Patent

an3

A

Bl
Lt

1S3N03Y NIOr 1IASNVY.L

(ASN9g ONILVOIANI 3OVSS3IN
AV1dSIQ) 1S3IND3Y NIor
ONILLINSNVHL WO NIVd43d

1S3Nnd3d NIor
ONILLINSNVHL WOYH4 NIvdd3d

_ ~ M\ _ ~ 4
é
NOILVNILS3d 40 SNLVLS
(31aVIIVAY) 3NITINO NOILLYOINNWWOD INIT440

LS NOILVYNILS3A
WOYd NOILLVYNILS3d
40 I0I0OHO Ld300V

I-b0LS

LEOI4




US 9,131,104 B2

Sheet 36 of 51

Sep. 8, 2015

U.S. Patent

I s TYNIAMIL (F1EVIIVAY)
e INIINO AINO OL TTvO LHVLS NVO NOA

(0]

« IVNINYGAL 3V 301440 OAMOL NVdVPr, OL TIVO LONNVD




U.S. Patent Sep. 8, 2015

Sheet 37 of 51
FIG.39
111}0—5
4 )

REIJI ABE

-1110-3

b
Z

ICHIRO INOUE
HANAKO UNO
JIRO ETO

TARO OKADA

IRYAN

<

7

@———1 10-4

" 1(0—2 U

US 9,131,104 B2



US 9,131,104 B2

Sheet 38 of 51

Sep. 8, 2015

U.S. Patent

[ 1dvd 9NVHD Tyg viors | | Op"OId
ALITVAD V1Va [ : 2001
g¢ L14vd NOTLY340 1YVd DN1SSI00¥d
| [ Tuvd INIWIDVNVN ~~|LS1 T NOILYNI1S3a ava¥/3H0Ls |61
ALIIVID GRALY .| | % Luvd THvd JOVH0LS
|| Ly¥vd )0IHD g7 LNOI110313d AV13d B JTLLVIOA-NON [P~
14Vd JOVHOLS ALITVRD VLiva N Tavd Tdvd 0001
>
371 LY 10A-NON Tava o&7 L_LNd1N0 39104 T0YINGD AVTdSIA gy
~ N —
0008 | 0110913 V3 1% Levd LN L¥Vd ONIDVHI |
62~_[[4vd DN|SSI00¥d Lvd X/xL el vl
av3d/340LS | |¢;~ LIvd Luvd 3AIF0M L
301A30 AV x> 15303y N1DO1 LAdN| NOT.LV¥3do
Om\l\ | AN ~
1Mvd Xd/XL oL
VI WILSAS NOTSSTWSNVAL AM% TVNIHH3L NOISSTRSNVALL
2 YHOMLIN NOILVYDINMWWOD
Tdvd NOTLVNIWS313a| | [ L4vd NOILVO|1- NN S M LNangyny) | INFKIOVNV N 1 LT 1S || NIwIDYNVH
g6 | ALIVNO NIHINY VNIKEAL ggll | o || OF dnows || ZRIVHR || TIIIAIGT | T XIvnG
[4Vd INJWIDVNVH LUvd < | — e ——
~1  3WIL AV13d INIWIOVYNYW JLVLS[~eq| 110G 010§ 6008 8005”2006
09 " N nlg ) da
T4Vd NOTIVNIWY3130]| | [1dvd NOILOVHIX3 ad [ aq |linawSovnve
] Eﬁ__,_oz_opﬁ_,‘_q_zhmsm_m%mc ﬁﬁhmoﬁ_ﬁmmﬁ/ NOISSAS | =i ls3d || INERS mﬁzz_ms:th:w
29 6§
\ THvd L4vd NOI119313S G006 Y00E— £005~ Luvd TVAOLS I11IVIOANON
¢o (NOILVN|W¥3130 Nior F01A30 AVITH Mgg ——
] Lavd alvadn L4vd BNJSS3004d Luvd 3ov¥0ls ||
yo L__SNIVIS dnowy QR/ROLS [ 3711V10A 001§ WIALSAS LNIWIDVNVI NOISSIWSNVYL




US 9,131,104 B2

Sheet 39 of 51

Sep. 8, 2015

U.S. Patent

o FT1VIIVAY) IVNIWNYIL Oa
vzl 21011 1°6002 suoN R iy e O op10
1l P (ASNE) IVNINE3L 8a
eTel Gb:Z1'80°1 1’6002 sng 1eAlg e o e 89 9P L0
L TYNIWYIL 80
viel GG'E1'01°L1'6007 ANM440 JordoNaaL 8 9010
L o IVNIAYIL VO
e1el GhiZ101'L L6007 ANM440 oL SN 9|0
i 1 P (ASNE) IVNINY3L ag
VZTl 0S:€1°01°1 1'6002 sng syeAd Ny 10140 VS0 My 9910
et 3 (ASN8) TYNINY3L Ve
£TTl GFiE1'01'L 1'6007 ulfled e3eAUy e qundal. v eq10
o IVNIWYIL av
VTl 00:21'60°1 16002 ANMH40 JolAo e 8y 9210
L ot (F19V1IVAY) TVNINYIL VY
Ehel | oweloliieoos SHeN INIINO 301440 OAMOL NVdvr i
SS3YAAv dl | IWLL/3Lvda SNLVLS NOLLIONOD al
IVNINYIL 1dI3034 NOLLYOINNWWOD | DNILYY3dO JANVN TYNIAY3L TYNIAYEL




US 9,131,104 B2

U.S. Patent Sep. 8, 2015 Sheet 40 of 51
FI1G.42
TESR?/ILIJI\IT/(\)LE D DESTINATION TERMINAL ID
Olaa 01ab,01xx
01ab 01aa,01ca,01cb
O1ba 01aa,01ab,01ca,01¢cb,01da,01db
Oicb 01aa,01bb,01db
01db 01aa,01cb,01da




US 9,131,104 B2

Sheet 41 of 51

Sep. 8, 2015

U.S. Patent

(318VIIVAY) ANIINO XX10

NOILIANOD ONILVYH3IdO dl dNoYd

d3LN3O TIVO IndL opL0‘dPi0eqL0 XX10
3S71v4 epLo
3S71v4d a°10
3as7vd B310
3S71v4d qel0
3s7v4 eelo

JNVYN dNOYD | DVY14 Al dNOYD | Al TVYNINYIL A3dNOHD | Al TYNIAYIL

ARV




US 9,131,104 B2

Sheet 42 of 51

Sep. 8, 2015

U.S. Patent

YN INYAL NOTLVNI1S3d

IVIINALOd SV TVYNIWH3L

304N0S 40 SNLVLS ANV
NOILIANOD AV1dSId

(TIVNIWMIL 30¥n0S 40 SNLVLS
NO | LVD INNWKOOD + NOIL1ANQO
DN L1VY3d0 + Q1 TTVYNIWYIL)

SNLVLS ONY NOILIANOD

(TYNIWY3L 324N0S 40 SNLVIS

NO| LYI INNWWOD + NOILIQNQD

ON|1lvd3ido + al

TVNIWY3L)

ITYNINNIL NOTLYNILSId

IVILNILI0d SY TTVNIWY3L

30HN0S 40 SNLVLS ONV
NOILIGNOD AV1dSid

\n\
2665 [* s~ | _ Shivio QWY MDl.Ioney ] Ci-ges
VNIWYIL_309N0S 40 90 INIM (gq invaw [/1ST7 NoTLyNTLs3al.) -5
065N SNLYLS NOTLVDINMANOD ANV ; —3DYNVA AVIS IO e g
NOILIGNOD BNILH3d0 NIVLEO | NV 3LY3¥D |
GES—1 TYNIWY3L NOILVNIIS3Q HOVI Ol _ S3ISNLVLS ONV |
ON | ONOJSTAN00 TYNTW¥3L 304N0S 1ovuixa| Q08 PSRN 243 SNOTLIGNGD 3H0LS[] !
4 (STYNIWYL NOILYN|LS3Q TVIINILOd 40 SISMLVLS Tees |
NOI LvD INNWNOO + SNO1LIGNOD ONILv¥3d0 + Sql o
€0 _INJN dNOYD GNV SQI TYNIWY3L) NOILVWHOINI SNLVIS ¥y
ISTTNOIL|  [STYNTWMIL NOILVNILS3Q 1VILINILOd|e-- . 5 vd 1| o0,
~VN11§3d 40 SISNLVLIS NOTIVOINNWWGD ~ f~ 1  |LSIT NOLIYNIISIAL ) 39¥HOLS fir
NV SNOT.LIGNOJ ONI1V¥3d0 NIVigo0| |es ! 44018 311LVI0A
p00S | [ Luvd Jova0Ls |,[IST7 NOILVNIIS3a] 6257 | (STYNIWMIL NOILVNIISIQ TV IINILOd 40
. |L3711vI0A-NON 1OVEIX3  [Rgzs  (SHNVN dNO¥D ANV STWYN TVNIAMEL + s
| = I | 'dNO¥D GNY SQ| TYNIWYIL + JWYdd 1SIT
{0008 TYNIWY3L 309N0S ¥04 NOILVNILS3Q) NOILYWMOANI 1S17 NOTLYNILS3a
STYNINYIL NOILVNIISIQ 1OVMLX3| 1519 'NOILYNILSIG ¥04 1SIN0IY
Les” ) ~ .
SNIviS WNIWG3L] ____ i ses
cy DI JDVNVI
; $SI¥AQV d| TYNIWYIL 30MN0S +
__ [ IVNTWEAL 3HL
2008| | IN3HLAY[**13Lv01 INFHIny| (QHOMSSYd + Q1 IVNIIUIL 304I0S)
IYNITWEAL MNWL\ < NNW\«
aPOL._ V08 [ NO ¥3Mod 128 °q01
N # ﬁ W3LSAS INTWIDVNVM TWNIREIL | eepp [ JYNIWN3L
NOISS INSNV¥L NOISS HSNVYL NO I'SS | HSNVAL NO1SS IKSNVYL




US 9,131,104 B2

Sheet 43 of 51

Sep. 8, 2015

U.S. Patent

€1-0041-~| ¥AINZO TIVO! | xxi0 | | J b-1.--27-0011
TYNIAYZL GV 301440 OMIOL NvdVr | qelo XEp
INVN TYNIWYIL | QI TYNINNEL SNLVLS
1-001 1) 21-0011/

9%"Ol14



US 9,131,104 B2

Sheet 44 of 51

Sep. 8, 2015

U.S. Patent

_mwmmon< dl W3LSAS LNJWIDVNVIN +

NOLLYWHOANI NOILOINNOD J0IAIA AV'I3H

+ (AI NOISS3S + ,ALIANI 3LVAIMd,
+ Al TYNINY3L 304NO0S)
NOILVINHOANI 1LS3N03Y LYV1S

”i
'«

60vS

NOILVIWHOANI NOILLOINNOO
J0IA3d AVI3Y + AI NOISS3S

80¥S—

TVNINY3L
NOILVYNILS3A
hO#W\.\ ANV TVNINY3L

=[¢
INFWIOVNVYIN
NOISS3S

mOw_DOw_m0<Z<_>_

30IA3Q AV13Y
oo¢w\.\ 10313S
[
cobS Al NOISS3S J1v3do

ad

[
INJWIOVNVIA

SOLVIS VNIAHAL | [77 N INAL
aa TYNIAGIL €008 k|
LNIWIDYNYA ENVETET!

dl dNOoYO

(SS3HAAV dI TvNINYAL 304NOS +

..m.E>ZH JLVAIYd,, + dI dNOYD NOILVYNILSEd
n: TVYNINY3AL F0HNOS) LSINDIY 14v.1s

0108 p— _
Z0vS TVNINGIL
NOLLVNILSIQ ISOOHO
LovS [
TYNINYIL y ?E?m LINIWIDVNVYW TVYNINYEL ;
opQ| v0S eeQ|

Ly Old



U.S. Patent Sep. 8, 2015 Sheet 45 of 51 US 9,131,104 B2

Comr ) FIG48

»

__S501

SELECT ONE GROUP ID

&

i __ 5502

EXTRACT TERMINAL ID
IN SELECTED GROUP ID

, __ 503
READ OPERATING GONDITION

S504

IS OPERATING
CONDITION “ONLINE
(AVAILABLE)”?

NO

YES TERMINAL ID

EXTRACTED
?

__ 8505

MAKE GROUP CONDITION
“ONLINE (AVAILABLE)”

__/S507

MAKE GROUP CONDITION
“OFFLINE”

J

A

NO

ALL GROUP ID PROCESSED?



U.S. Patent Sep. 8, 2015 Sheet 46 of 51 US 9,131,104 B2

FI1G.49

C START )

A

/54031

EXTRACT ONE TERMINAL ID IN GROUP

__/S403-2

A 4

READ OPERATING CONDITION

S403-3

IS OPERATION
CONDITION “ONLINE
(AVAILABLE)”?

__S403-4

DETERMINE EXTRACTED
TERMINAL AS DESTINATION

o )




US 9,131,104 B2

Sheet 47 of 51

Sep. 8, 2015

U.S. Patent

T (IYNINY3IL O “IVNINYIL 9d “IYNINEIL V! | ewin 1 ¢ [ R
el B o ¥AINED TIvO] 4 0 0 N e
IYNIAY3L 8V 301440 OAMOL NVdVr | qe|o Sy
< JAVN TVYNINY3L \ dl TvNINH3L SNLlV.S
Z1-0011"

11-0011S

06Ol



U.S. Patent Sep. 8, 2015 Sheet 48 of 51 US 9,131,104 B2

®)) 0 -O- NETWORK BANDWIDTH

CONTACT ID | ATTENDEES [DURATION DOWN: UP:

000000000000 2 00:11:32 & | {mmr 241kbps T 1 251kbps
@ O -O-NETWORK BANDWIDTH

CONTACT ID | ATTENDEES |DURATION DOWN: UP:

000000000000 2 00:11:32 A\Z |} 241kbps T} 251kbps




US 9,131,104 B2

Sheet 49 of 51

Sep. 8, 2015

U.S. Patent

LT (TYNINY3L OQ TIVNINYIL 80 TVNINGTL VE): | wxjg | ¢ [
et e o YALNIO T1v0 | ___.,---wx._.o.--_@o i
IVNINYIL GV 301440 OAMOL Nvdvr | gelo | QD
V; JNVYN TYNINYIL QI TYNINY3L! SNLVLS
Z1-0011 10011/

11-00117

¢S Old



U.S. Patent Sep. 8, 2015 Sheet 50 of 51 US 9,131,104 B2

FIG.53




US 9,131,104 B2

Sheet 51 of 51

Sep. 8, 2015

U.S. Patent

AVY1dSId

V.1vad dvN dvod

I

ozt~ ]

A

TVNINYEL

A

A

oL

» 1dVd TOHLNOOD

HOSNIS OHAD

pror—

HOSNIS ALIDOT3A

\d

g197

H3IAIFO3H SdO

A

Y

219



US 9,131,104 B2

1

MANAGEMENT DEVICE, COMMUNICATION
SYSTEM, AND STORAGE MEDIUM

BACKGROUND OF THE INVENTION

1. Field of the Invention

An aspect of this disclosure is related to a management
device, a communication system, and a storage medium.

2. Description of the Related Art

In general, a service provider who provides any products or
services for its customers establishes a call center focusing on
receiving inquiries from the customers by phone collectively.
The call center explains the products for the customers or
solves their problems with voice communication.

Recently, there is a need for video communication for such
an operation handing the inquiries in addition to the voice
communication. Thus, some service providers support their
customers with a video conference terminal supporting voice
and video communication in a store via a next generation
network (NGN).

Patent Document 1 discloses a remote maintenance system
configured to manage calls received from customers depend-
ing on the severity of the problems having occurred in the
terminals of the customers. On the other hand, Patent Docu-
ment 2 discloses a transmission management system config-
ured to choose one of relay devices which may relay high
quality content data at the fastest rate under an actual com-
munication network.

However, a problem with the conventional video confer-
ence system is that costs tend to be high for installing the
infrastructure such as the NGN and communication networks
and for the communication charges. In addition, the conven-
tional video conference system may just provide a function
for a terminal to call another terminal and connect them.
Since the conventional video conference system is unable to
automatically distribute the call to a plurality of terminals, it
is not suitable for use in the call center.

SUMMARY OF THE INVENTION

In one aspect, the present disclosure provides a manage-
ment device, a communication system, and a storage medium
which substantially eliminate one or more problems caused
by the limitations and disadvantages of the related art.

In an aspect of this disclosure, there is provided a manage-
ment device including a status management part configured to
manage connection statuses of terminals representing
whether the terminals are ready to connect to other terminals;
a group management part configured to manage a group asso-
ciated with one or more of the terminals, and manages a group
status of the group depending on the connection statuses of
the terminals associated with the group, wherein when the
connection status of at least one of the terminals associated
with the group represents that the terminal is ready to connect
to other terminals, the group management part sets the group
status so that the group status represents that the group is
ready to connect; a transmission part configured to transmit to
a first terminal which is not associated with the group the
group status representing that the group is ready to connect;
and an establishment part configured to, responding to a
request to connect to the group from the first terminal, estab-
lish a session to connect the first terminal to a second terminal
which is one of the terminals associated with the group,
wherein the connection status of the second terminal repre-
sents that the second terminal is ready to connect to other
terminals.
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According to another embodiment of this invention, there
is provided a plurality of terminals; and a management
device, wherein the management device includes a status
management part configured to manage connection statuses
of terminals representing whether the terminals are ready to
connect to other terminals; a group management part config-
ured to manage a group associated with one or more of the
terminals, and manages a group status of the group depending
onthe connection statuses of the terminals associated with the
group, wherein when the connection status of at least one of
the terminals associated with the group represents that the
terminal is ready to connect to other terminals, the group
management part updates the group status so that the group
status represents that the group is ready to connect; a trans-
mission part configured to transmit to a first terminal which is
not associated with the group the group status representing
that the group is ready to connect; an establishment part
configured to, responding to a request to connect to the group
from the first terminal, establish a session to connect the first
terminal to a second terminal which is one of the terminals
associated with the group, wherein the connection status of
the second terminal represents that the second terminal is
ready to connect to other terminals, and one of the terminals
includes a receipt part configured to receive the group status
from the management device; an acceptance part configured
to accept user input to specify the group for transmitting the
request to connect to the group; and a transmitting part con-
figured to transmit the request to connect to the group to the
management device.

According to another embodiment of this invention, there
is provided a computer-readable storage medium for storing a
program therein, the program causing a computer to perform
a method including managing connection statuses of termi-
nals representing whether the terminals are ready to connect
to other terminals; managing a group associated with one or
more of the terminals; acquiring the connection statuses of
the terminals associated with the group; managing a group
status of the group depending on the connection statuses of
the terminals associated with the group, wherein when the
connection status of at least one of the terminals associated
with the group represents that the terminal is ready to connect
to other terminals, the group management part updates the
group status so that the group status represents that the group
is ready to connect; transmitting to a first terminal which is
not associated with the group the group status representing
that the group is ready to connect; and responding to a request
to connect to the group from the first terminal, establishing a
session to connect the first terminal to a second terminal
which is one of the terminals associated with the group,
wherein the connection status of the second terminal repre-
sents that the second terminal is ready to connect to other
terminals.

BRIEF DESCRIPTION OF THE DRAWINGS

Other objects and further features of embodiments may
become apparent from the following detailed description
when read in conjunction with the accompanying drawings,
in which:

FIG. 11is a diagram showing a transmission system accord-
ing to an embodiment of the invention;

FIG. 2 is a diagram showing a hardware configuration of
the transmission terminal according to the embodiment;

FIG. 3 is a diagram showing a hardware configuration of a
transmission management system, a relay device, a program
supply system or a maintenance system according to the
embodiment;
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FIG. 4 is a perspective view of a transmission terminal
according to the embodiment;

FIG. 5 is a block diagram showing a functional configura-
tion of the transmission terminal, the relay device, and the
management system which constitute the transmission sys-
tem according to the embodiment;

FIG. 6 is a block diagram showing a detailed functional
configuration of a relay device selection part according to the
embodiment;

FIG. 7 is a diagram showing an altered quality manage-
ment table;

FIG. 8A is a diagram showing image quality of image data;

FIG. 8B is a diagram showing image quality of image data;

FIG. 8C is a diagram showing image quality of image data;

FIG. 9 is a diagram showing a relay-device management
table;

FIG. 10 is a diagram showing a terminal authentication
management table;

FIG. 11 is a diagram showing a terminal management
table;

FIG. 12 is a diagram showing a destination list manage-
ment table;

FIG. 13 is a diagram showing a session management table;

FIG. 14 is a diagram showing a quality management table;

FIG. 15 is a diagram showing a relay-device management
table;

FIG. 16 is a diagram showing a status change management
table;

FIG. 17 is a diagram showing a status change management
table;

FIG. 18 is a state transition diagram showing communica-
tion statuses;

FIG. 19 is a state transition diagram showing communica-
tion statuses;

FIG. 20 is a sequence diagram for explaining a process to
manage condition information representing operating condi-
tion of each relay device;

FIG. 21 is a diagram showing communications of content
data and management information in the transmission sys-
tem;

FIG. 22 is a sequence diagram for explaining a preparatory
process to start communication between transmission termi-
nals.

FIG. 23 is a diagram showing an example screen of a
destination list;

FIG. 24 is a sequence diagram for explaining a process to
request for starting a communication;

FIG. 25 is a detailed flowchart for explaining a process to
choose a destination performed by the requesting terminal
(source terminal);

FIG. 26 is a diagram showing an example screen of a start
confirmation dialog;

FIG. 27 is a flowchart for explaining a process to change
the communication status;

FIG. 28 is a sequence diagram for explaining a process to
accept the request for starting the communication;

FIG. 29 is a diagram showing an example of a start request
reception screen;

FIG. 30 is a sequence diagram for explaining a process to
request for relaying the content data;

FIG. 31 is a flowchart for explaining a process to change
the communication status;

FIG. 32 is a sequence diagram for explaining a process to
communicate the content data between the transmission ter-
minals;

FIG. 33 is a sequence diagram for explaining a process to
transmit a join request for joining a content data session;
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FIG. 34 is a diagram showing an example screen of a
destination list;

FIG. 35 is a flowchart for explaining a process to determine
whether to accept the join request based on the communica-
tion status;

FIG. 36 is a sequence diagram for explaining a process to
leave the content data session;

FIG. 37 is a flowchart for explaining a process performed
by the terminal to determine whether the terminal is allowed
to join a session;

FIG. 38 is a diagram showing an example screen including
a message indicating the destination is busy;

FIG. 39 is a diagram showing an example screen of a
destination list in another embodiment;

FIG. 40 is a block diagram showing a functional configu-
ration of each terminal, device, and system included in the
transmission system according to the embodiment;

FIG. 41 is a diagram showing a terminal management
table;

FIG. 42 is a diagram showing a destination list manage-
ment table;

FIG. 43 is a diagram showing a group ID management
table;

FIG. 44 is a diagram showing a group status change man-
agement table;

FIG. 45 is a sequence diagram for explaining a preparatory
process to start communication between transmission termi-
nals.

FIG. 46 is a diagram showing an example screen of a
destination list;

FIG. 47 is a sequence diagram for explaining a process to
request for starting a communication;

FIG. 48 is a flowchart for explaining a process to change
the group status;

FIG. 49 is a flowchart for explaining a process to identify a
destination terminal;

FIG. 50 is a diagram showing an example screen of a
destination list;

FIG. 51A is a diagram showing an example screen dis-
played during a conference;

FIG. 51B is a diagram showing an example screen dis-
played during a conference;

FIG. 52 is a diagram showing an example screen of a
destination list;

FIG. 53 is a diagram showing a system including a car
navigation device as a transmission terminal according to an
embodiment of the invention; and

FIG. 54 is a diagram showing a configuration of the car
navigation device.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

The invention will be described herein with reference to
illustrative embodiments. Those skilled in the art will recog-
nize that many alternative embodiments can be accomplished
using the teachings of the present invention and that the
invention is not limited to the embodiments illustrated for
explanatory purposes.

Itis to be noted that, in the explanation of the drawings, the
same components are given the same reference numerals, and
explanations are not repeated.

Inthe following discussion, a fundamental configuration of
atransmission system 1 used in an embodiment of this inven-
tion is discussed first. After the discussion, a transmission
system 1A according to the embodiment of this invention is
discussed. The transmission system 1A may distribute a call
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for a destination to a plurality of terminals and thereby
achieves an efficient video conference.
Overall Configuration of Transmission System

With reference to FIGS. 1-39, embodiments of a commu-
nication system and a program are discussed in detail. FIG. 1
shows an example of a transmission system 1 as the commu-
nication system 1 according to an embodiment. First, general
functions of the transmission system 1 are discussed.

There are various types of the transmission systems. One
example may be a data providing system. In the data provid-
ing system, content data are transmitted from one terminal to
another terminal via a transmission management system in a
one-way direction. Another example may be an intercommu-
nication system. The intercommunication system is utilized
for mutually exchanging information or emotional expres-
sions among the two or more intercommunication terminals
(i.e., the transmission terminals) via an intercommunication
management system (i.e., the transmission management sys-
tem). Examples of the intercommunication system include a
videoconference system, a videophone system, an audio con-
ference system, a voice-call system, or a personal computer
screen sharing system.

The following embodiments describe the transmission sys-
tem 1, a transmission management system 50, and a trans-
mission terminal 10 by conceptualizing the videoconference
system as an example of the intercommunication system, the
videoconference management system as an example of the
intercommunication management system, and a videoconfer-
ence terminal as an example of the intercommunication ter-
minal.

As shownin FIG. 1, the transmission system 1 includes two
or more transmission terminals (10aa, 10ab, etc.), displays
(120aa, 120ab, etc.) for the transmission terminals, two or
more relay devices (30a, 305, 30c, 30d, 30¢), a transmission
management system 50, a program supply system 90, and a
maintenance system 100. Note that in the following, the trans-
mission terminal and the transmission management system
may also be simply referred to as the “terminal” and the
“management system”, respectively.

Note that in this embodiment, any one of the transmission
terminals (10aa, 10ab, etc.) may be referred to as “terminal
107, any one of the displays (120aa, 120ab, etc.) may be
referred to as “display 120”, and any one of the relay devices
(304,305, 30c, 304, 30¢) may be referred to as “relay device
30”.

The terminal 10 is configured to transmit and receive vari-
ous kinds of data to/from other terminals. For example, the
terminal 10 is configured to establish a session with the other
terminal 10, and connect to the other terminal 10 to transfer
image data and sound data. As a result, the terminals 10 may
perform a video conference in the transmission system 1.

In the following, the image data and sound data may also be
simply referred to as “content data”. Here, the data transferred
between the terminals 10 is not limited to the data described
in the embodiment. For example, the data may be text data or
all or any combination of image data, sound data, and text
data. Also, the image data may be movie data or still image
data. The image data may include both the movie data and the
still image data.

Inthe transmission system 1 according to this embodiment,
when a user starts a video conference, the user operates the
terminal 10 so that the terminal 10 transmits a start request to
the management system 50.

Here, the start request is transmitted to request for starting
the session of the video conference. The start request includes
information representing another party’s terminal. In the fol-
lowing, the terminal 10 transmitting the start request may be
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referred to as “source terminal”. In addition, the other termi-
nal 10 specified as the other party may be referred to as
“destination terminal”.

In addition, the source terminal 10 may transmit the start
request to two or more destination terminals 10 (other parties
in a session). Thus, a video conference may be performed
with the session connected not only between two terminals 10
but among three or more terminals 10.

Inthe transmission system 1 according to this embodiment,
other users may join the video conference after the session has
been established and the video conference has been started.
The user who desires to join the video conference may oper-
ate the terminal 10 so that the terminal 10 transmits to the
management system 50 a join request specifying a session
which has been established (herein after called the “estab-
lished session™). Here, the other terminal 10 transmitting the
join request may be referred to as “join request terminal”.

The management system 50 is configured to manage the
transmission terminal 10 and the relay device 30 in an inte-
grated manner. The management system 50 may perform the
video conference for the terminals 10 by establishing the
session between or among the terminals 10.

When the management system 50 receives a start request
for a session from the terminal 10, the management system 50
establishes the session between the terminal 10 which has
transmitted the start request (i.e. source terminal) and the
destination terminal, and starts a video conference. When the
management system 50 receives from the terminal 10 a join
request to join an established session, the management sys-
tem 50 determines whether the terminal 10 is allowed to join
the established session.

Routers (70a, 705, 70¢, 70d, 70ab, 70cd) shown in FIG. 1
are configured to select optimal paths for the content data.
Note that in this embodiment, any one of the routers (70a,
705, 70c, 70d, 70ab, 70cd) may be referred to as “router 70”.
The relay device 30 is configured to relay the content data
among the terminals 10.

The program supply system 90 includes a not-illustrated
hard disk (HD) configured to store programs for the terminal
10, with which the terminal 10 may implement various func-
tions or various units, and transmit the programs to the ter-
minal 10. The HD of the program supply system 90 is con-
figured to further store programs for the relay device, with
which the relay device 30 implements various functions or
various units, and transmits the programs for the relay device
to the relay device 30. In addition, the HD of the program
supply system 90 is configured to store transmission manage-
ment programs, with which the management system 50
implements various functions or various units, and transmit
the transmission management programs to the management
system 50.

The maintenance system 100 is a computer configured to
keep, manage, or maintain conditions for at least one of the
terminals 10, the relay devices 30, the management system
50, and the program supply system 90. For example, when the
maintenance system 10 is deployed in a country and at least
one of the terminals 10, the relay devices 30, the management
system 50, and the program supply system is deployed in
another country, the maintenance system 100 is configured to
keep, manage, or maintain conditions for at least one of the
terminals 10, the relay devices 30, the management system
50, and the program supply system 90 via a communication
network remotely. In addition, the maintenance system 100 is
configured to manage a model number, a serial number, a
sales destination, a maintenance record, or a failure history of
at least one of the terminals 10, the relay devices 30, the
management system 50, and the program supply system 90.
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As shown in FIG. 1, the terminals (10aa, 10ab, 10ac,
10a . . . ), the relay device 30a, and the router 70a are

connected via a LAN 2a so that they may communicate with
each other. The terminals (10ba, 1065, 10bc, 1056 . . . ), the
relay device 305, and the router 705 are connected via a LAN
25 so that they may communicate with each other. The LAN
2a and the LAN 25 are connected by a dedicated line tab
including a router 70c¢ so that they communicate with each
other, and the LAN 2a and the LAN 2b are set up in a
predetermined area A. For example, the area A may be Japan,
the LAN 2a may be setup in an office in Tokyo, and the LAN
2b may be set up in an office in Osaka.

Meanwhile, the terminals (10ca, 10¢b, 10cc, 10c . . . ), the
relay device 30c, and the router 704 are connected via a LAN
2¢ so that they may communicate with each other. The termi-
nals (10da, 10db, 10dc, 10d . . . ), the relay device 30d, and the
router 70d are connected via a LAN 2d so that they may
communicate with each other. The LAN 2¢ and the LAN 24
are connected by a dedicated line 2¢d including a router 70cd
so that they communicate with each other, and the LAN 2¢
and the LAN 2d are set up in predetermined area B. For
example, the area B may be USA, the LAN 2¢ may be is set
up in an office in New York, and the LAN 24 may be set up in
an office in Washington, D.C. The area A and the area B are
connected from the routers (70ab, 70cd) via the Internet 2 so
that the area A and the area B are mutually in communication
via the Internet 2i.

The management system 50 and the program supply sys-
tem 90 are connected to the terminals 10 and the relay devices
30 via the Internet 2/ so that they may communicate with each
other. Alternatively, the management system 50 and the pro-
gram supply system 90 may be located in the area A or the
area B, or may be located in an area other than the arcas A and
B.

The relay device 30e is connected to the terminals 10 via
the Internet 2i so that they may communicate with each other.
The relay device 30e is always-on in an area other than the
area A and the area B to avoid an effect from traffic in such
areas. The relay device 30e¢ is used to relay content data when
the terminal connects to another terminal in another local
area. Also, the relay device 30e is used instead of a relay
device deployed in an area when the relay device in the area
is not working and the terminal connects to another terminal
in the area.

Note that in this embodiment, the communication network
2 is made up of the LAN 24, the LAN 25, the dedicated line
2ab, the Internet 2i, the dedicated line 2¢d, the LAN 2¢, and
the LAN 2d. The communication network 2 may include a
wireless network as well as a wired network.

In the communication network 2 of FIG. 1, the set of four
numbers attached under each of the terminals 10, the relay
devices 30, the transmission management system 50, the
routers 70, and the program supply system 90 simply indi-
cates an [P address under the typical IPv4 (Internet Protocol
version 4). For example, the IP address of the terminal 10aa
is “1.2.1.3” as shown in FIG. 1. Alternatively, the IP addresses
under the IPv6 may be used instead of the IP addresses under
the IPv4. However, in this embodiment, the IPv4 is used for
simplifying the illustration.

Hardware Configuration of Transmission System

Next, a hardware configuration of the transmission system
1 according to the embodiment will be described. FIG. 4 is a
perspective view of the terminal 10 according to the embodi-
ment. Hereinafter, an X-axis direction represents a longitudi-
nal direction of the terminal 10, a Y-axis direction represents
a direction perpendicular to the X-axis direction in a horizon-
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tal direction, and a Z-axis direction represents a direction
perpendicular to the X-axis direction and the Y-axis direction
(i.e., vertical direction).

As shown in FIG. 4, the terminal 10 includes a housing
1100, an arm 1200, and a camera housing 1300. A front wall
face 1110 of the housing 1100 includes a not-illustrated air
intake surface which is formed of air intake holes, and a rear
wall face 1120 of the housing 110 includes an exhaust surface
1121 which is formed of exhaust holes. Accordingly, the
terminal 10 may take in external air behind the terminal 10 via
the not-illustrated air intake surface and exhaust the air inside
the terminal 10 via the exhaust surface 1121 by driving a
cooling fan arranged inside the housing 1100. A right wall
face 1130 of the housing 1100 includes a sound-collecting
hole 1131, via which a built-in microphone 114 (see FIG. 3)
is able to collect audio sound, such as voice, sound, or noise.

The right wall face 1130 of the housing 1100 includes an
operation panel 1150. The operation panel 1150 includes
operation buttons (1084-108¢), a later-described power
switch 109, a later-described alarm lamp 119, and a sound
output face 1151 formed of sound output holes for outputting
sound from a later-described built-in speaker 115. Further, a
left wall face 1140 of the housing 1100 includes a recessed
seat unit 1160 for accommodating an arm 1200 and a camera
housing 1300. The right wall face 1130 of the housing 1100
further includes connection ports (1132a-1132¢) for electri-
cally connecting cables to the later-described external device
connection IF (interface) 118. On the other hand, the left wall
face 1140 of the housing 1100 further includes a not illus-
trated connection port for electrically connecting a display
connecting cable 120c¢ for the display 120 to the later-de-
scribed external device connection IF (interface) 118.

Note that in the following, any one of the operation buttons
(108a-108¢) may be called an “operation button 108 and any
one of the connection ports (1132a-1132¢) may be called a
“connection port 1132”.

Next, the arm 1200 is attached to the housing 1100 via a
torque hinge 1210 such that the arm 120 is movable in upward
and downward directions within a tilt-angle 01 range of 135
degrees with respect to the housing 1100. The arm 1200
shown in FIG. 2 is arranged at a tilt angle 61 of 90 degrees.

A built-in camera 112 is arranged in the camera housing
1300 and the camera 112 is configured to take images of a
user, documents, a room, etc. The camera housing 1300 fur-
ther includes a torque hinge 1310. The camera housing 1300
is attached to the arm 1200 via the torque hinge 1310. The
camera housing 1300 is rotatably attached to the arm 1200 in
the up/down and right/left directions via the torque hinge
1310 such that the camera housing 1300 is movable in a
pan-angle 062 range of +180 degrees and a tilt-angle 63 range
of +45 degrees based on the assumption that the pan and tilt
angles shown in FIG. 2 are both 0.

Alternatively, the terminal 10 may be a general-purpose
computer. When the computer used as the terminal 10 does
not have a microphone and a camera, an external microphone
and camera are connected to the computer. In this way, the
computer may work as the terminal 10 according to this
embodiment. In addition, when the computer is used as the
terminal 10, an application is installed to execute processes
for the terminal 10 described later.

Furthermore, the terminal 10 may be any one of a smart
phone, a tablet, a mobile phone, etc.

Note that external appearances of the relay device 30, the
management system 50, and the program supply system 90
are all similar to the appearance of a typical server computer,
and their descriptions are therefore omitted.
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FIG. 2 is a block diagram showing the hardware configu-
ration of the terminal 10 according to the embodiment. As
shown in FIG. 2, the terminal 10 includes a central processing
unit (CPU) 101 configured to control overall operations of the
terminal 10, a read-only memory (ROM) 102 storing pro-
grams for the terminal, a random access memory (RAM) 103
used as a work area of the CPU 101, a flash memory 104
configured to store various data, such as image data and voice
data, a solid state drive (SSD) 105 configured to control
retrieval and writing (storing) of the various data in the flash
memory 104 and the like based on the control ofthe CPU 101,
a medium drive 107 configured to control retrieval and writ-
ing (storing) of data into a storage medium 106 such as a flash
memory, the operation button 108 operated by a user for
selecting an address of the terminal 10, the power switch 109
for switching ON/OFF of the power of the terminal 10, and a
network interface (IF) 111 for transmitting data utilizing the
communication network 2.

The terminal 10 further includes a built-in camera 112
configured to image a subject based on the control of the CPU
101, an image sensor interface (IF) 113 configured to control
driving of the camera 112, the built-in microphone 114 con-
figured to pick up audio sound, the built-in speaker 115, a
voice input/output interface (I/O IF) 116, a display interface
(IF) 117 configured to transmit image data to the external
display 120 based on the control of the CPU 101, the external
device connection interface (IF) 118 configured to connect
various external devices, the alarm lamp 119 configured to
inform the user of various functional problems of the terminal
10, and a bus line 110 such as an address bus or a data bus for
electrically connecting the elements and devices with one
another.

The display 120 is a display unit formed of liquid crystal or
an organic ELL material configured to display images of the
subject or icons for operating the terminal 10. Further, the
display 120 is connected to the display IF 117 via the cable
120c¢. The cable 120¢ may be an analog RGB (VGA) cable, a
component video cable, a high-definition multimedia inter-
face (HDMI) (R) cable or a digital video interface (DVI)
cable.

The camera 112 includes lenses and a solid-state image
sensor configured to convert light into electric charges to
produce digital images (videos) of the subject. Examples of
the solid-state image sensor include a complementary metal
oxide semiconductor (CMOS) or a charge coupled device
(CCD).

The external device connection IF 118 may be connected
via a universal serial bus (USB) cable with external devices,
such as the external camera, the external microphone, and the
external speaker. The USB cable is inserted in the connection
port 1132 of the housing 1100 shown in FIG. 4. When the
external camera is connected to the external device connec-
tion IF 118 via the USB cable, the external camera is driven in
priority to the built-in camera 112 according to control of the
CPU 101. Similarly, when the external microphone or the
external speaker is connected, the external microphone or the
external speaker is driven in priority to the built-in micro-
phone 114 or the built-in speaker 115 according to control of
the CPU 101.

Note that the storage medium 106 is removable from the
terminal 10. In addition, if the storage medium 106 is a
non-volatile memory configured to retrieve or write data
based on the control of the CPU 101, the storage medium 106
is not limited to the flash memory 104, and may be an elec-
trically erasable and programmable ROM (EEPROM).

The above-described programs for the terminal may be
recorded in an installable format or in an executable format on
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a computer-readable recording medium such as the storage
medium 106 to distribute the medium. The above-described
programs for the terminal may be recorded in the ROM 102
rather than the flash memory 104.

FIG. 3 is a diagram showing the hardware configuration of
the management system 50 according to the embodiment.
The management system 50 includes a central processing unit
(CPU) 201 configured to control overall operations of the
management system 50, a read-only memory (ROM) 202
storing programs for the transmission management, a random
access memory (RAM) 203 utilized as a work area of the CPU
201, a hard disk (HD) 204 configured to store various data, a
hard disk drive (HDD) 205 configured to control retrieval and
writing (storing) of the various data in the HD 204 based on
the control of the CPU 201, a medium drive 207 configured to
control retrieval and writing (storing) of data into a storage
medium 206 such as a flash memory, a display 208 configured
to display various information such as a cursor, menus, win-
dows, characters and images, a network interface (IF) 209 for
transmitting data utilizing the later-described communication
network 2, a keyboard 211 including plural keys for inputting
the characters, numerals, and various instructions, a mouse
212 for selecting or executing various instructions, selecting
items to be processed, and moving the cursor, a CD-ROM
drive 214 configured to control retrieval or writing of data in
a compact disk read-only memory (CD-ROM) 213 as an
example of aremovable recording medium, and a bus line 210
such as an address bus or a data bus for electrically connecting
the elements and devices with one another shown in FIG. 3.

Note that the above-described programs for the manage-
ment system may be in an installable format or in an execut-
able format on a computer-readable recording medium such
as the storage medium 206 or the CD-ROM 213 to distribute
the medium.

Further, the relay device 30 has a hardware configuration
similar to that of the management system 50, and a descrip-
tion of the hardware configuration of the relay device 30 will
be omitted. Note that the ROM 202 may store programs for
controlling the relay device 30. In this case, the programs for
the relay device may also be recorded in an installable format
or in an executable format on a computer-readable recording
medium such as the storage medium 206 or the CD-ROM 213
to distribute the medium.

Furthermore, the program provision system 90 has a hard-
ware configuration similar to that of the management system
50, and a description of the hardware configuration of the
program provision system 90 will be omitted. Note that the
ROM 202 may store programs for controlling the program
provision system 90. Also In this case, the programs for the
program provision system 90 may also be recorded in an
installable format or in an executable format on a computer-
readable recording medium such as the storage medium 206
or the CD-ROM 213 to distribute the medium.

Furthermore, the maintenance system 100 has a hardware
configuration similar to that of the management system 50,
and a description of the hardware configuration of the main-
tenance system 100 will be omitted. Note that the ROM 202
may store programs for controlling the maintenance system
100. Also In this case, the programs for the maintenance
system 100 may also be recorded in an installable format or in
an executable format on a computer-readable recording
medium such as the storage medium 206 or the CD-ROM 213
to distribute the medium.

Note that other examples of the removable recording
medium include a compact disc recordable (CD-R), a digital
versatile disk (DVD), and a Blu-ray Disc (BD).
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Functional Configuration of Transmission System

Next, a functional configuration of the transmission system
1 according to the embodiment will be described. FIG. 5is a
block diagram showing a functional configuration of the ter-
minal 10, the relay device 30 and the management system 50
which constitute the transmission system 1 according to the
embodiment. As shown in FIG. 5, the terminal 10, the relay
device 30, and the management system 50 are connected via
the communication network 2 so that they carry out data
communications with one another via the communication
network 2. Note that the program supply system 90 and the
maintenance system 100 shown in FIG. 1 are not directly
associated with videoconferencing communications and a
description thereof is therefore omitted from FIG. 5.
Functional Configuration of Terminal

The terminal 10 includes a transmitter/receiver (TX/RX)
part 11, an operation input receiving part 12, a login request
part 13, an imaging part 14, a voice input part 15q, a voice
output part 155, a display control part 16, a delay detection
part 18, a store/read processing part 19, and a destination list
creation part 20. These parts represent functions or units
implemented by any of the elements and devices shown in
FIG. 2, which are activated by the instructions from the CPU
201 based on the programs stored in the ROM 202. Further,
the terminal 10 includes a volatile storage part 1002 formed of
the RAM 103 shown in FIG. 2 and a non-volatile storage part
1000 formed of the flash memory 104 shown in FIG. 2.
Functional Parts of Terminal

Next, the functional parts of the terminal 10 will be
described in more detail. The transmitter/receiver part 11 of
the terminal 10 is configured to transmit various data (infor-
mation) to and receive such data from other terminals, devices
and systems via the communication network 2. The function
of the transmitter/receiver part 11 is implemented by the
network IF 111 shown in FIG. 2.

The transmitter/receiver part 11 is configured to start
receiving from the management system 50 status information
representing a state of each terminal 10 as a potential desti-
nation terminal before the terminal 10 establishes a session
with another terminal 10 and starts a video conference.

The potential destination terminal is a terminal 10 with
which the terminal 10 may start a video conference (session).
Thus, the terminal 10 may not establish a session and start a
video conference with other terminal which is not pre-con-
figured as the potential destination terminal. The potential
destination terminal is a potential terminal of another party
with which the terminal 10 performs a video conference.

The status information represents an operating condition of
each terminal 10 (i.e. online or offline) and a detailed status
such as “busy” or “stand-by” in the online condition (herein-
after called “communication status”). In addition, the status
information may represent not only the operating condition of
each terminal 10 but other various conditions such as a cable
connection condition (e.g. a cable is disconnected from the
terminal 10), an image availability condition (e.g. sound
available but image unavailable), and a mute condition. In the
following, the status information represents the operating
condition and the communication status.

The transmitter/receiver part 11 is configured to transmit a
start request to the management system when the terminal 10
operates as a source terminal. The start request is a request for
starting a session used for a video conference. In particular,
the start request includes information representing a request
for starting a session; a terminal ID of the terminal transmit-
ting the start request (source terminal); a terminal ID identi-
fying a destination terminal (another party of the session);
and restriction information representing whether other termi-
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nals other than the destination terminal are allowed to join the
session. The terminal ID identifies the terminal 10.

In particular, the start request includes information repre-
senting either “Invite” or “Private Invite”. “Invite” is restric-
tion information representing a request for starting a session
and that no restriction exists to join the session. On the other
hand, “Private Invite” is restriction information representing
a request for starting a session and that restriction exists to
join the session.

Here, the restriction information is discussed in detail. In
the transmission system 1 according to this embodiment, a
terminal 10 may join an established session among other
terminals. However, there is a need for a restricted session that
an unrelated terminal is not allowed to join (e.g. for a highly-
confidential conference). Thus, the transmission system 1
restricts the joining of the terminal 10 to the established
session depending on the presence or absence of restriction
represented in the restriction information.

In this embodiment, a session is established while the
joining is restricted with the restriction information. Thus, the
start request includes the restriction information representing
“Private Invite” in this embodiment.

The transmitter/receiver part 11 is configured to transmit a
join request to the management system when the terminal
operates as a join request terminal. Here, the join request is a
request for joining an established session used for a video
conference which has been started. In particular, the join
request includes information “Call” representing that this is
the join request; a terminal ID of the terminal transmitting the
join request (join request terminal); and a terminal ID ofa join
terminal which has joined the established session. Here, the
join terminal is a source terminal or a destination terminal
indicated in a start request which has been transmitted for the
established session. The transmitter/receiver part 11 may also
operate as a start request acquisition part configured to
acquire the start request and a join request acquisition part
configured to acquire the join request.

The function of the operation input receiving part 12 is
implemented by the operation button 108 and the power
switch 109 shown in FIG. 2, and the operation input receiving
unit 12 configured to receive various inputs from a user. For
example, when the user switches ON the power switch 109
shown in FIG. 2, the operation input receiving unit 12 shown
in FIG. 5 receives a power-ON signal to switch ON the power
of the terminal 10.

The login request part 13 is configured to automatically
transmit a login request indicating that the user desires to
login and a current IP address of the terminal 10 to the man-
agement system 50 via the communication network 2 when
the power-ON signal is received by the operation input
receiving unit 12 as a trigger. The function of the login request
part 13 is implemented by instructions from the CPU 101
shown in FIG. 2. When the user switches OFF the power
switch 109, the transmitting/receiving part 11 transmits
power-OFF state information to the management system 50,
and subsequently the operation input receiving part 12 turns
OFF the power supply completely. Accordingly, the manage-
ment system 50 may detect that the power of the terminal 10
is changed from the power-ON state to the power-OFF state.

The imaging part 14 is configured to take an image of a
subject and output image data of the subject, and the function
of the imaging part 14 is implemented by instructions
received from the CPU 101 shown in FIG. 2 and also by the
camera 112 and the image sensor IF 113 shown in FIG. 2. The
voice input part 15« is configured to input audio data of the
audio signal obtained by the microphone 114 that converts
voice of the user into the audio signal and output the audio



US 9,131,104 B2

13

data according to the audio signal. The function of the voice
input part 15q is implemented by the voice input/output IF
116 shown in FIG. 2. The voice output part 155 is configured
to convert the sound signal according to the voice data into
voice and output the voice, and the function of the voice
output part 155 is implemented by instructions from the CPU
101 and the voice input/output IF 116 shown in FIG. 2.

The display control part 16 is configured to control trans-
mission of image data to the external display 120, and the
function of the display control part 16 is implemented by the
display IF 117 shown in FIG. 2. The display control part 16
displays a destination list including potential destination ter-
minals on the display 120. Each state of the terminals is
updated depending on the status information received by the
transmitter/receiver part 11 before starting a video conference
with another terminal 10.

The delay detection part 18 is configured to detect a delay
time (ms) of the image data or the voice data transmitted from
another terminal 10 via the relay device 30, and the function
of the delay detection part 18 is implemented by instructions
from the CPU 101 shown in FIG. 2.

The store/read processing part 19 is configured to store
various data in the non-volatile storage part 1000 or retrieve
various data stored in the non-volatile storage part 1000, and
the function of the store/read processing part 19 is imple-
mented by instructions from the CPU 101 shown in FIG. 2
and also by the SSD 105 shown in FIG. 2. The non-volatile
storage part 1000 stores the terminal ID (identification) to
identify the terminal 10, a password, etc. The store/read pro-
cessing part 19 is also configured to store various data in the
volatile storage part 1002 or retrieve various data stored in the
volatile storage part 1002. The volatile storage part 1002
stores and overwrites the content data every time when the
terminal 10 receives it from the destination terminal during
the video conference. The image data before the overwriting
is displayed on the display 120 and the sound data before the
overwriting is output from the speaker 115.

The destination list creating part 20 is configured to create
and update the destination list shown in FIG. 23 in which
statuses of potential destination terminals are expressed by
icons based on destination list information received from the
management system 50 (described later) and status informa-
tion about the terminal 10 as a potential destination terminal
(also described later).

Functional Configuration of Relay Device

Next, the functional parts of the relay device 30 will be
described. As shown in FIG. 5, the relay device 30 includes a
transmitter/receiver (ITX/RX) part 31, a state detection part
32, a data quality check part 33, an altered quality manage-
ment part 34, a data quality change part 35, and a store/read
processing part 39. These parts represent functions and units
implemented by any of the elements and devices shown in
FIG. 3, which are activated by instructions from the CPU 201
based on the programs stored in the ROM 202. Further, the
relay device 30 further includes a non-volatile storage part
3000 formed of the HD 204 shown in FIG. 3, which may keep
various data or information even when the terminal is turned
off.

Altered Quality Management Table

The storage unit 3000 includes an altered quality manage-
ment DB (database) 3001 formed of an altered quality man-
agement table shown in FIG. 7. FIG. 7 is a diagram showing
the altered quality management table. The altered quality
management table includes IP addresses of the relay devices
30 used as relay destination terminals in association with
image quality of the image data relayed by the respective
devices 30.
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Herein, the resolution of the image data treated in this
embodiment will be described with reference to FIGS.
8A-8C. FIG. 8A represents a base image used as a low-
resolution image formed of 160x120 pixels. FIG. 8B repre-
sents a medium-resolution image formed of 320x240 pixels.
FIG. 8C represents a high-resolution image formed of 640x
480 pixels. When the image data are relayed via a narrow-
bandwidth path, the low-resolution image data used as the
base image are relayed. When the image data are relayed via
a relatively wide bandwidth path, the low-resolution image
data used as the base image and the medium-resolution image
data exhibiting medium image quality are relayed. When the
image data are relayed via an extremely wide bandwidth path,
the low-resolution image data used as the base image, the
medium-resolution image data exhibiting the medium image
quality, and the high-resolution image data exhibiting high
image quality are relayed. As in the altered quality manage-
ment table shown in FIG. 7, if, for example, the relay device
30 relays the image data to the destination terminal having an
IP address “1.3.2.4”, the quality of the image data relayed is
“high image quality”.

Functional Parts of Terminal

Next, functional parts of the relay device 30 will be
described. Note that in the following, the functions of the
relay device 30 are described in association with the main
element and devices for implementing the parts of the relay
device 30 shown in FIG. 3.

The transmitter/receiver part 31 of the relay device 30 is
configured to transmit various data (information) to and
receive such data from other terminals, devices and systems
via the communication network 2. The function of the trans-
mitter/receiver part 31 is implemented by the network IF 209
shown in FIG. 5. The state detection part 32 is configured to
detect an operating condition of the relay device 30 having
this state detection part 32. The function of the state detection
part 32 is implemented by instructions from the CPU 201
shown in FIG. 3. The operating condition includes “Online”,
“Offline”, and “Out of order”.

The data quality check part 33 is configured to search the
altered quality management table (FIG. 7) by the IP address
of the destination terminal as a search key to extract the
corresponding quality of the relayed image data, and confirms
the quality of the relayed image data. The function of the data
quality check part 33 is implemented by instructions from the
CPU 201 shown in FIG. 3. The altered quality management
part 34 is configured to modify the content of the altered
quality management table in the altered quality management
DB 3001 based on the quality information transmitted from
the management system 50 (described later). The function of
the altered quality management part 34 is implemented by
instructions from the CPU 201 shown in FIG. 3. For example,
during a video conference between a source terminal using
terminal ID “Oxaa” (terminal 10aa) and a destination terminal
using terminal ID “01db” (terminal 104b), when the delay
occurs to transtfer the image data due to start of another video
conference between a source terminal 1055 and a destination
terminal 10ca via the communication network 2, the relay
device 30 needs to degrade the quality of the image data
which have been relayed from high resolution to medium
resolution. In such a situation, the altered quality manage-
ment part 34 modifies the content of the altered quality man-
agement table in the altered quality management DB 3001 so
that the quality for the image data that the relay device is
relaying decreases from high resolution to medium resolution
based on quality information representing medium resolu-
tion.
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The data quality change part 35 is configured to change the
quality of the image data transferred from a source terminal
10 based on the content of the altered quality management
table of the altered quality management DB 3001. The func-
tion of the data quality change part 35 is implemented by
instructions from the CPU 201 shown in FIG. 3. The store/
read processing part 39 is configured to store various data in
the non-volatile storage part 3000 or retrieve various data
stored in the non-volatile storage part 3000, and the function
of the store/read processing part 39 is implemented by the
HDD 205 shown in FIG. 3.

Functional Configuration of Management System

Next, functions and parts of the management system 50
will be described. The management system 50 includes a
transmitter/receiver (TX/RX) part 51, a terminal authentica-
tion part 52, a state management part 53, a terminal extraction
part 54, a terminal state acquisition part 55, a relay device
selection part 56, a session management part 57, a quality
determination unit 58, a store/read processing part 59, a delay
time management part 60, a change request determination
part 61, a destination determination part 62, and a join deter-
mination part 63. These units represent functions and units
implemented by any of the elements and devices shown in
FIG. 3, which are activated by instructions from the CPU 201
based on the programs stored in the ROM 202. Further, the
management system 50 further includes a non-volatile stor-
age part 5000 formed of the HD 204 shown in FIG. 3, which
may keep various data or information even when the manage-
ment system 50 is turned off. The non-volatile storage part
5000 stores many kinds of information. Also, the manage-
ment system 50 further includes a volatile storage part 5100
formed of the RAM 203 shown in FIG. 3,

Relay Device Management Table

The non-volatile storage part 5000 includes a relay device
management DB 5001 formed of a relay device management
table shown in FIG. 9. FIG. 9 is a diagram showing the
relay-device management table. In the relay device manage-
ment table, the relay-device IDs of the relay devices 30 are
associated with the operating condition of the relay devices
30, the receipt date/time at which the state information indi-
cating the operating condition of the relay devices 30 are
received by the management system 50, the IP addresses of
the relay devices 30, and the maximum data transmission
speeds (Mbps) of the relay devices 30. For example, in the
relay-device management table shown in FIG. 9, the relay-
device ID “111a” of the relay device 30aq is associated with
the operating state “Online” of the relay device 30qa, the
receipt date/time “13:00 Nov. 10, 2009” at which the state
information of the relay device 30aq is received by the man-
agement system 50, the IP address “1.2.1.2” of the relay
device 30a, and the maximum data transmission speed 100
Mbps of the relay device 30a.

Terminal Authentication Management Table

The non-volatile storage part 5000 includes a terminal
authentication management DB 5002 formed of a terminal
authentication management table shown in FIG. 10. FIG. 10
is a diagram showing the terminal authentication manage-
ment table. In the terminal authentication management table,
passwords are individually associated with the terminal IDs
of all the transmission terminals 10 managed by the manage-
ment system 50. The terminal ID is used to identify the
terminal, and the password is used to authenticate the termi-
nal. For example, in the terminal authentication management
table shown in FIG. 10, the terminal ID “01laa” of the terminal
10aa is associated with the password “aaaa”.

The terminal ID or the relay device ID are identifications
including any characters, symbols, or signs used to identify
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the terminal ID or the relay device ID, respectively. The
identification may be any combination of the characters, sym-
bols, and signs.

Terminal Management Table

The non-volatile storage part 5000 includes a terminal
management DB 5003 formed of a terminal management
table shown in FIG. 11. FIG. 11 is a diagram showing the
terminal management table. In the terminal management
table, terminal IDs of the terminals 10 are associated with
names of the terminals 10, operating conditions of the termi-
nals 10, receipt date/time at which the later-described login
request information is received by the management system
50, and IP addresses of the terminals 10.

The operating condition includes a condition “Online” in
which the terminal is turned on and ready to communicate or
communicating and a condition “Offline” in which the termi-
nal is turned off and is not able to communicate.

Meanwhile, the communication status includes “Calling”,
“Ringing”, “Accepted”, “Busy”, and “None.” The “Calling”
is a state in which a terminal 10 is calling another terminal 10
(i.e. a terminal 10 has transmitted a start request of a session
for a video conference to another terminal 10, and is waiting
for a response). The “Ringing” indicates a state in which a
terminal is been called by another terminal 10 (i.e. a terminal
has receives the start request from another terminal 10, but
has not finished responding to the start request yet). The
“Accepted” indicates a state in which the response accepting
the start request has been transmitted but the session has not
been established yet or the response accepting the start
request has been received but the session has not been estab-
lished yet. The “Busy” indicates a state in which the session
has been established and the content data in the video confer-
ence is being transferred. The “None” indicates a state in
which the terminal 10 is not communicating with any other
terminal and is ready to respond.

The above-mentioned communication status is used for a
session with no restriction to join, which is established by a
start request including restriction information indicating that
no restriction exists. In the management system 50 according
to this embodiment, the communication status for a session
with restriction, which is established by a start request includ-
ing restriction information indicating restriction exists, is
managed differently from the communication status for the
session with no restriction. Thus, the communication status
for a session with restriction includes “Private Calling”, “Pri-
vate Ringing”, “Private Accepted”, and “Private Busy”,
which correspond to “Calling”, “Ringing”, “Accepted”, and
“Busy”, respectively. In this way, in the management system
50 according to this embodiment, since the communication
status is managed separately depending on the presence or
absence of the restriction to join, the presence or absence of
the restriction may be identified by the communication status.

In this embodiment, it is assumed that the restricted session
is established. Thus, only “Private Calling”, “Private Ring-
ing”, “Private Accepted”, and “Private Busy” in addition to
“None” are used in this embodiment.

For example, in the terminal management table shown in
FIG. 11, the terminal 10aa using the terminal ID “0Olaa” has
the terminal name “Japan Tokyo Office AA Terminal”. Also,
the table indicates that the operating condition is “Online”,
the communication status is “None” indicating no communi-
cation with other terminals, the receipt date/time when alogin
request information is received by the management system 50
is ©“2009.11.10 13:40” (1:40 p.m., Nov. 10, 2009), and the IP
address of the terminal 10aqa is “1.2.1.3”.

The column of the communication status in the terminal
management table shown in FIG. 11 indicates that the termi-
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nal using the terminal ID “01ba” has a status “Private Call-
ing”, the terminal using the terminal ID “01bb” has a status
“Private Busy”, and the terminal using the terminal ID “01da”
has a status “Private Busy”.
Destination List Management Table

The non-volatile storage part 5000 includes a destination
list management DB 5004 formed of a destination list man-
agement table shown in FIG. 12. FIG. 12 is a diagram show-
ing the destination list management table. In the destination
list management table, terminal IDs of request source termi-
nals 10 that request initiation of a video conference commu-
nication are individually associated with terminal IDs of des-
tination terminals 10 registered as potential destination
terminals 10. For example, in the destination list management
table shown in FIG. 12, the terminal ID “0laa” of the request
source terminal 10aa is associated with a list of terminal IDs
of'potential destination terminals 10 which the request source
terminal 10aa requests to initiate the video conference com-
munication, the potential destination terminals 10 including
the terminal 10ab having a terminal ID “0lab”, the 10ba
having a terminal ID “Olba”, the terminal 1045 having a
terminal ID “01 db”, and the terminal 10dc having a terminal
ID “01dc”. The potential destination terminals 10 may be
added or deleted based on instructions from the request
source terminal 10 to the management system 50.
Session Management Table

The non-volatile storage part 5000 includes a session man-
agement DB 5005 formed of a session management table
shown in FIG. 13. FIG. 13 is a diagram showing the session
management table. In the session management table, session
IDs that identify sessions in which the communication data
are transmitted and received between the terminals are asso-
ciated with the relay device IDs of the relay devices 30 uti-
lized for relaying the image data and the audio data, the
terminal ID of the request source terminal 10, the terminal
1Ds of the destination terminals 10, delay time (ms) in receiv-
ing the image data by the destination terminals 10, and receipt
date/time at which the delay information indicating the delay
time transmitted from each of the destination terminals 10 is
received by the management system 50. For example, in the
session management table illustrated in FIG. 13, the relay
device 30e (having the relay device ID “111e”) selected for
executing the session having the session ID “sel” is associ-
ated with the request source terminal 10aa having the termi-
nal ID “Olaa” that has a video conference with the destination
terminal 10d4b having the terminal ID “01db”. The session
management table indicates that the delay time is 200 ms in
receiving the image data by the destination terminal 1045 at
the receipt date/time “2009.11.10 14:00” (2:00 p.m., Nov. 10,
2009). Note that if the video conference is conducted between
the two terminals 10, the receipt date/time of the delay infor-
mation may be managed not based on the destination termi-
nals but based on the delay information transmitted from the
request source terminal. However, if the videoconference is
conducted between three or more terminals 10, the receipt
date/time of the delay information may be managed based on
the delay information transmitted from the terminals 10 on
the reception side of the image data and the audio data.
Quality Management Table

The non-volatile storage part 5000 further includes a qual-
ity management DB 5007 formed of a quality management
table shown in FIG. 14. FIG. 14 is a diagram showing the
quality management table. In the quality management table,
the delay time (ms) of the image data in the request source
terminal or the destination terminal is associated with the
image quality (quality of image) of the image data relayed by
the relay device 30.
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Relay Device Management Table

The non-volatile storage part 5000 includes a relay device
management DB 5001 formed of a relay device management
table shown in FIG. 15. FIG. 15 is a diagram showing the
relay device management table. In the relay device manage-
ment table, the terminal ID of the terminal 10 is associated
with the relay device ID of the relay device 30 used for
relaying the content data.

Status Change Management Table

The non-volatile storage part 5000 further includes a status
change management DB 5009 formed of a status change
management table shown in FIGS. 16 and 17. FIGS. 16 and
17 are diagrams showing the status change management
tables. In the status change management table shown in FI1G.
16, a change request representing a request to change com-
munication status between the terminals is associated with a
pre-change status representing a communication status
before a state management part 53 (discussed later) changes it
and a post-change status representing a communication status
after the state management part 53 has changed it. In the status
change management table shown in FIG. 17, the change
request is associated with the terminal IDs identifying the
source terminal and the destination terminal, the pre-change
status, and the post-change status.

In the status change management table shown in FIG. 17,
when the management system 50 receives the change request
“Private Invite”, the state management part 53 changes the
pre-change status “None” of the source terminal to “Private
Calling” and the pre-change status “None” of the destination
terminal to “Private Ringing”. The change request includes
“Invite”, “Private Invite”, and “Accept” shown in FIG. 17, and
“Join”, “Call”, and “Leave” shown in FIG. 16.

In this embodiment, it is assumed that the restricted session
is established. Thus, only “Private Accepted”, “Private
Busy”, “Private Calling”, “Private Ringing”, “Private
Accepted”, and “Private Busy” are used as the pre-change
status and the post-change status in FIGS. 16 and 17. From the
same reason, the change request “Invite” shown in FIG. 17 is
not used in this embodiment.

The change request “Invite” is included in the start request.
The change request “Accept” is a request for a receipt of a
response for the start request, and represents an acceptance to
establish a session (start communications). The change
request “Join” is a request for the completion for establishing
the session, and represents a request to start relaying content
data. The change request “Call” is included in a join request,
and represents a request to join the established session. The
change request “Leave” is a request to leave the session.
Functional Parts of Management System

Next, functional parts of the management system 50 will be
described. Note that in the following, the functions of the
management system 50 are described in association with the
main element and devices for implementing the parts of the
management system 50 shown in FIG. 3.

The transmitter/receiver part 51 of the management system
50 is configured to transmit various data (information) to and
receive the data from other terminals, relay devices and sys-
tems via the communication network 2. The function of the
transmitter/receiver unit 51 is implemented by the network IF
209 shown in FIG. 3. The terminal authentication part 52 is
configured to search the terminal authentication management
table (FIG. 10) of the non-volatile storage unit 5000 by the
terminal ID and the password received via the transmitter/
receiver unit 51 as search keys, and authenticate the corre-
sponding terminal based on whether the terminal ID and the
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password contained in the login request information are iden-
tical to those managed in the terminal authentication manage-
ment table.

Furthermore, when a join determination part 63 (discussed
later) determines that an established session is restricted and
aterminal transmitting a join request is not allowed to join the
session, the transmitter/receiver part 51 works as a notifica-
tion part to notify the terminal of failing to join the session.

The state managing unit 53 is configured to manage the
operating condition and the communication status in the ter-
minal management table shown in FIG. 11. In order to man-
age the operating condition of the login request terminal 10,
the state managing unit 53 is configured to store the terminal
1D ofthe login request terminal, the operating condition of the
login request terminal, the receipt date/time at which the login
request information is received by the management system
50, and the IP address of the login request terminal in the
terminal management table (FIG. 11) while associating them.
When a user of the terminal 10 switches on the power switch
109, the state management part 53 changes the operating
condition indicating “Offline” in the terminal management
table (FIG. 11) to “Online” based on information representing
that the terminal 10 is turned on, which is received from the
terminal 10. On the other hand, when a user of the terminal 10
switches off the power switch 109, the state management part
53 changes the operating condition indicating “Online” in the
terminal management table (FIG. 11) to “Offline” based on
information representing that the terminal 10 is turned off,
which is received from the terminal 10.

When transmitter/receiver part 51 receives a change
request from a source terminal transmitting the start request
of'the video conference or a destination terminal, based on the
change request, the state management part 53 changes at least
one of the communication status and the operating condition
of at least one of the source terminal and the destination
terminal in the terminal management table (FIG. 11).

FIGS. 18 and 19 are state transition diagrams showing the
communication status managed by the state management part
53. The state management part 53 changes the communica-
tion status of the terminal 10 according to rules for state
transitions (FIGS. 18 and 19) while referring to the status
change management table shown in FIGS. 16 and 17. In this
embodiment, the diagram shown in FIG. 19 is used because it
is assumed that the restricted session is established.

For example, when the change request “Accept” is received
and the communication status of the terminal 10 is “Private
Ringing” or “Private Calling”, the state management part 53
changes the status to “Private Accepted”. In addition, when
the communication status of the terminal 10 is “Private
Accepted”, the state management part 53 keeps the status as
“Private Accepted”.

In the transmission system 1, in order to achieve the change
of' the status performed by the state management part 53, the
exemplary status change management tables shown in FIGS.
16 and 17 are used, but this invention is not limited to the
example. In other examples, the state management part 53
may be configured with a management system program to
change the communication status according to the rules for
the communication status indicated in the state transition
diagrams shown in FIGS. 18 and 19.

The terminal extraction part 54 is configured to search the
destination list management table (FIG. 12) by the terminal
ID of a target terminal such as a request source terminal 10
which has sent the login request as a search key, and retrieve
the terminal IDs of the potential destination terminals 10
capable of communicating with the request source terminal
10. In particular, the terminal extraction part 54 reads the
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terminal IDs of the potential destination terminals 10 which
are associated with the terminal ID of the target terminal
(corresponding to the terminal ID of the source terminal) in
the destination list management table (FIG. 12).

Further, the terminal extraction part 54 is configured to
search the destination list management table by the terminal
1D of the target terminal as a search key, and extract terminal
IDs of other terminals 10 which have registered the above
terminal ID of the target terminal as a potential destination
terminal. In particular, the terminal extraction part 54 reads
the terminal IDs of the source terminals 10 which are associ-
ated with the terminal ID of the potential destination terminal
(corresponding to the terminal ID of the target terminal) in the
destination list management table (FIG. 12).

The terminal state acquisition part 55 is configured to
search the terminal management table (FIG. 11) by each
terminal ID as a search key, and retrieve the operating condi-
tion and the communication status for each terminal ID. Thus,
the terminal state acquisition part 55 receives the operating
condition of the potential destination terminal 10 capable of
communicating with the request source terminal 10 which
has sent the login request. Further, the terminal state acquisi-
tion part 55 is configured to search the terminal management
table, and acquire the operating condition of the request
source terminal 10 which has sent the login request.

The relay device selection part 56 is configured to select
one of the relay devices 30. The function of the relay device
selection part 56 including a session ID creation part 56a, a
relay device extraction part 565, and a selection part 56¢
shown in FIG. 6 is implemented by instructions from the CPU
201 shown in FIG. 3 FIG. 6 is a block diagram showing a
detailed functional configuration of the relay device selection
part 56.

The session ID creation part 56a is configured to create a
session ID to identify a session for transferring content data
between the terminals. The relay device extraction part 565 is
configured to extract a relay device ID by referring to the relay
device management table (FIG. 15) based on the terminal ID
of'a source terminal included in a start request transmitted by
the source terminal and the terminal ID of a destination ter-
minal. The selection part 56¢ is configured to select one or
more of the relay devices 30 managed in the relay device
management table (FIG. 9) by selecting the relay device IDs
of the relay devices 30 in which the operating condition is
“Online”.

The session management part 57 is configured to store and
manage the session management table (FIG. 13) of the stor-
age unit 5000 by associating the session IDs generated by the
session ID generation part 56a with the terminal ID of the
request source terminal and the terminal ID of'the destination
terminal. Further, the session management part 57 is config-
ured to store and manage the relay device ID of the relay
device 30 finally selected for every session ID in the session
management table.

Furthermore, the session management part 57 is config-
ured to search the session management table (FIG. 13) by the
terminal ID of the join terminal which has joined the session
specified by a join request, and extracts the session ID of the
session. In particular, the session management part 57 uses
the terminal ID of the source terminal or the destination
terminal corresponding to the terminal ID of'the join terminal
as a search key in the session management table (FIG. 13).
Next, the session management part 57 extracts the session ID
associated with the terminal ID.

The quality determination part 58 is configured to search
the quality management table (FIG. 14) by the delay time as
a search key, extract the image quality of the corresponding
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image data, and determine the image quality of the image data
relayed by the relay device 30. The store/read processing part
59 is configured to store various data in the non-volatile
storage part 5000 and retrieve various data from the non-
volatile storage part 5000. The function of the store/read
processing part 59 is implemented by the HDD 205 shown in
FIG. 3. Also, the store/read processing part 59 is configured to
store various data in the volatile storage part 5100 and retrieve
various data from the non-volatile storage part 5100.

The delay time managing part 60 is configured to search the
terminal management table (FIG. 11) by the IP address of the
destination terminal 10 as a search key, and extract the cor-
responding terminal ID. Further, the delay time managing
part 60 is configured to store the delay time indicated by the
delay information in a delay time field of the record corre-
sponding to the extracted terminal ID in the session manage-
ment table (FIG. 13).

The change request determination part 61 is configured to
read a change request, and determines whether the change
request is a predetermined change request. Here, the prede-
termined change request includes “Invite”, “Private Invite”,
and “Accept”. Thus, the predetermined change request is
indicated in the status change management table shown in
FIG. 17.

The destination determination part 62 is configured to refer
to the destination list management table (FIG. 12), and deter-
mines whether the destination terminal IDs which have joined
the content data session “sed” extracted by the terminal
extraction part 54 include the destination terminal ID speci-
fied by the join request terminal 10.

The join determination part 63 is configured to refer to the
restriction information corresponding to an established ses-
sion when the transmitter/receiver part 51 receives a join
request to the established session from a terminal, and deter-
mines whether to allow the join request terminal transmitting
the join request to join the established session.

In particular, the join determination part 63, responding to
the receipt of the join request, disallows the join request
terminal to join the established session when the restriction
information indicates that the session is restricted.
Process/Operation of Embodiment

The configuration and function of the transmission system
1 are discussed above. Next, with reference to FIGS. 20-38,
processes and operations executed by the transmission sys-
tem 1 are explained. FIG. 20 is a sequence diagram for
explaining a process to manage condition information repre-
senting operating condition of each relay device. FIG. 21 is a
diagram showing communications of image data, sound data,
and various kinds of management information in the trans-
mission system. FIG. 22 is a sequence diagram for explaining
a preparatory process to start communication between trans-
mission terminals. FIG. 23 is a diagram showing an example
screen of a destination list. FIG. 24 is a sequence diagram for
explaining a process to request for starting a communication.
FIG. 25 is a detailed flowchart for explaining a process to
choose a destination performed by the requesting terminal
(source terminal). FIG. 26 is a diagram showing an example
screen of a start confirmation dialog. FIG. 27 is a flowchart for
explaining a process to change the communication status.
FIG. 28 is a sequence diagram for explaining a process to
accept the request for starting the communication. FIG. 29 is
a diagram showing an example of a start request reception
screen. FIG. 30 is a sequence diagram for explaining a pro-
cess to request for relaying the content data. FIG. 31 is a
flowchart for explaining a process to change the communica-
tion status. FIG. 32 is a sequence diagram for explaining a
process to communicate the content data between the trans-

10

15

20

25

30

35

40

45

50

55

60

65

22

mission terminals. FIG. 33 is a sequence diagram for explain-
ing a process to transmit a join request for joining a content
data session. F1G. 34 is a diagram showing an example screen
of a destination list. FIG. 35 is a flowchart for explaining a
process to determine whether to accept the join request based
on the communication status. FIG. 36 is a sequence diagram
forexplaining a process to leave the content data session. FIG.
37 is a flowchart for explaining a process performed by the
terminal to determine whether to transmit the join request.
FIG. 38 is a diagram showing an example screen of a desti-
nation list.

In the following discussion, it is assumed that terminals
establish a restricted session (indicated in restriction infor-
mation), and another terminal transmits a join request to the
established session.

First, a process to manage status information representing
statuses of each relay device 30 transmitted from the relay
device to the management system 50 will be described with
reference to FIG. 20. The state detection part 32 of each relay
device shown in FIG. 5 detects its operating condition peri-
odically (step S1-1-S1-4). Next, in order to manage the oper-
ating condition of each relay device in the management sys-
tem 50 in real time, the transmitter/receiver part 31 of each
relay device 30 transmits the status information to the man-
agement system 50 via the communication network 2 peri-
odically. (Step S2-1-S2-4). The status information includes a
relay device ID of each relay device 30 and an operating
condition detected by the state detection part 32 of the relay
device 30 using the relay device ID. As shown in FIG. 9, the
relay devices (30a, 3056, 304) operating correctly are “Online”
in the transmission system 1. On the other hand, the relay
device 30c is operating but a program to perform relaying
functions is not working correctly. As a result, the relay device
30c is “Offline™.

Next, the transmitter/receiver part 51 of the management
system 50 receives the status information transmitted by each
relay device 30, and stores the status information in the relay
device management table (FIG. 9) in the non-volatile storage
part 5000 via the store/read processing part 59 to manage it
(step S3-1-S3-4). In this way, “Online”, “Oftline”, or “Out of
order” is stored for each relay device ID in the relay device
management table shown in FIG. 9. In addition, the receipt
date/time at which the management system 50 receives the
status information is stored for each relay device ID. If the
management system 50 is not able to receive the status infor-
mation from one of the relay device 30, the operation condi-
tion and the receipt date/time may be blank in the relay device
management table shown in FIG. 9. Alternatively, the opera-
tion condition and the receipt date/time may represent the
previous operation condition or the receipt date/time.

FIG. 21 is a conceptual diagram showing sessions of trans-
mitting and receiving of content data and various kinds of
management data in the transmission system 1 according to
the embodiment. As shown in FIG. 21, in the transmission
system 1, a management data session “sei” is established
among a source terminal, a destination terminal A, and a
destination terminal B via the management system 50 for
transmitting and receiving various kinds of management data.
In addition, among the source terminal, the destination ter-
minal A, and the destination terminal B, four sessions for high
resolution image data, medium resolution image data, low
resolution image data, and sound data are established via the
relay device 30. Here, the four sessions are represented as a
content data session “sed”. Thus, the content data session
“sed” is used for a video conference.

With reference to FIG. 22, a process to transmit or receive
management information is discussed in a preparatory pro-
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cess to start communication between the terminals 10. In FIG.
22, all of the management information is transferred with the
management data session “sei”.

First, when a user of the terminal 10aa switches ON the
power switch 109 shown in FIG. 2, the operation input receiv-
ing part 12 shown in FIG. 5 receives a power-ON signal to
switch ON the power of the terminal 10aa (step S21). Upon
reception of the power-ON signal as a trigger, the login
request part automatically transmits the login request infor-
mation indicating the login request from the transmitter/re-
ceiver part 11 to the management system via the communi-
cation network 2 (step S22). The login request information
includes a terminal ID and a password for identifying the
terminal 10aa which is described as the source terminal. The
terminal ID and the password are data that are read from the
storage unit 1000 via the store/read processing part 19 and
then transmitted to the transmitter/receiver part 11. Note that
when the login request information is transmitted from the
terminal 10aa to the management system 50, the receiver side
management system 50 may detect the IP address of the
transmitter side terminal 10aa.

Next, the terminal authentication part 52 of the manage-
ment system 50 authenticates the terminal 10aa based on
whether the terminal ID and the password contained in the
login request received via the transmitter/receiver part 51 are
identical to those managed in the terminal authentication
management DB 5002, by searching with the terminal ID and
the password as search keys in the terminal authentication
management table (FIG. 10) of the non-volatile storage part
5000 (step S23).

The terminal authentication part 52 manages identical ter-
minal IDs and identical passwords. Thus, when the terminal
authentication part 52 determines that the received login
request comes from the terminal 10 having a valid access
authorization, the state managing part 53 stores, in the termi-
nal management table (FIG. 11), the terminal ID of the ter-
minal 10aa in association with the operating state of the
terminal 10aa, the receipt date/time of the login request infor-
mation and the IP address of the terminal 10aa (step S24-1).
Thus, the operating condition “online”, the receipt date/time
“2009.11.10.13:40” and the terminal IP address “1.2.1.3” are
managed in the terminal management table (FIG. 11) in asso-
ciation with the terminal ID “Olaa”.

Subsequently, the state management part 53 stores the
operating condition “Online” and the communication status
“None” for the terminal 10aa in a record specified by the
terminal ID and the name of the terminal 10aa in the terminal
management table (FIG. 11) (step S24-2). Thus, the operating
condition “Online” and the communication status “None” are
associated with the terminal ID “Olaa” and managed in the
terminal management table shown in FIG. 11.

Subsequently, the transmitter/receiver part 51 of the man-
agement system 50 transmits authentication result obtained
by the terminal authentication part via the communication
network 2 to the source terminal 10aa that has sent the login
request (step S25). In the following, the case where the ter-
minal authentication part 52 has determined that the terminal
(e.g., in this case, the terminal 10aa) has the valid access
authorization will be described.

When the terminal 10aa receives the authentication result
indicating that the terminal has the valid access, the transmit-
ter/receiver part 11 transmits a request for transmitting a
destination list to the management system 50 via the commu-
nication network 2 (step S26). In this way, the transmitter/
receiver part 51 of the management system 50 receives the
request.

10

15

20

25

30

35

40

45

50

55

60

65

24

The terminal extraction part 54 searches the destination list
management table (FIG. 12) by the terminal ID “0Olaa” of'the
source terminal 10aa that has sent the login request as a
search key, and retrieves the terminal IDs of potential desti-
nation terminals capable of communicating with the source
terminal (i.e., the terminal 10aa). As a result, the terminal
extraction part 54 extracts the terminal IDs of the potential
destination terminals capable of communicating with the
source terminal (step S27). In addition, the terminal extrac-
tion part 54 searches the terminal management table (FIG. 11)
by the extracted terminal IDs as search keys, and retrieves the
names of the corresponding terminals (i.e. the names of the
potential destination terminals). As a result, the terminal
extraction part 54 extracts the names of the potential destina-
tion terminals. In this example, terminal IDs “0lab”, “01ba”,
“01db”, and “01dc” of the potential destination terminals
(10ab, 10ba, 10db, and 10dc) associated with the terminal ID
“0laa” of the source terminal 10aa are extracted. In addition,
the terminal names “Japan Tokyo Office AB Terminal”,
“Japan Osaka Office BA Terminal”, “U.S. Washington Office
DB Terminal”, and “U.S. Washington Office DC Terminal
(now shown in FIG. 12)” of the potential destination termi-
nals are extracted.

Next, the transmitter/receiver part 51 of the management
system 50 reads data of a destination list frame (a destination
list frame 1100-1 shown in FIG. 23) from the non-volatile
storage part 5000 via the store/read processing part 59 (step
S28). In addition, the transmitter/receiver part 51 transmits
“destination list information” representing the destination list
frame, the terminal IDs of the potential destination terminals
extracted by the terminal extraction part 54, and the names of
the potential destination terminals to the source terminal 10aa
(step S29). In this way, the transmitter/receiver part 11 of the
source terminal 10aa receives the destination list informa-
tion, and the store/read processing part 19 stores the destina-
tion list information in the volatile storage part 1002 (step
S30).

As discussed above, the destination list is not managed by
each terminal 10 but by the management system 50. Thus, in
case where a new terminal is newly added in the transmission
system 1, an existing terminal is replaced with a new terminal,
or a graphic of the destination list frame is changed, no
handling is required for each terminal as the management
system 50 is enabled to deal with such modifications collec-
tively.

The terminal state acquisition part 55 searches the terminal
management table (FIG. 11) by the terminal IDs (“0lab”,
“0lba”, “01db”, and “01dc”) of the potential destination ter-
minals extracted by the terminal extraction part 54 as search
keys, and retrieves the operating condition and the commu-
nication status of the potential destination terminals (10ab,
10ba,10db, 10dc) extracted by the terminal extraction unit 54
based on the respective terminal IDs (step S31).

Subsequently, the transmitter/receiver part 51 transmits,
via the communication network 2, to the login request termi-
nal status information including terminal IDs used as the
search keys in step S31 and the operating conditions and the
communication statuses of the potential destination terminals
corresponding to the terminal IDs (step S32). In particular, in
step S32, the status information including the terminal 1D
“Olab” as the search key and the operating condition
“Offline” of the potential destination terminal (i.e. terminal
10ab) is transmitted to the login request terminal (i.e. termi-
nal 10aa). Here, when the operation condition is “Offline”, no
communication status is included in the status information. In
addition, also in step S32, the transmitter/receiver part 51
transmits to the login request terminal (the terminal 10aa) the
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status information for all potential destination terminals
including the terminal 10ba (the terminal ID “Olba”, the
operating condition “online”, and the communication status
“Private Calling”).

The store/read processing part 19 of the login request ter-
minal (the terminal 10aa) stores the status information
received from the management system 50 in the volatile stor-
age part 1022 (step S33). Thus, by receiving the status infor-
mation for each terminal, the login request terminal (the
terminal 10aa) may obtain the operating conditions and the
communication statuses of the potential destination terminal
capable of communicating with the login request terminal
(the terminal 10aa).

The destination list creating part 20 of the login request
terminal (the terminal 10aa) creates, based on the destination
list information and the status information stored in the vola-
tile storage part 1002, a destination list in which the operating
conditions and the communication statuses of the terminals as
the potential destination terminals are reflected. In addition,
the display control part 16 displays the destination list on the
display 120aa shown in FIG. 1 at any timing.

FIG. 23 is a diagram showing an example screen of the
destination list. As shown in FIG. 23, the destination list is a
display screen having a destination list frame 1100-1 includ-
ing a terminal ID 1100-2 of the potential destination termi-
nals, the terminal name 1100-3, and icons 1100-42-1100-4¢
reflecting the statuses of the potential destination terminals.

The types of the icons are an offline icon 1100-44 indicat-
ing that the terminal is offline and is not able to respond; an
available icon 1100-45 indicating that the terminal is online
and ready to respond; and an online icon 1100-4¢ indicating
that the terminal is online but busy.

The destination list creation part 20 assigns the available
icon 1100-45 to the potential destination terminal where the
operating condition is “Online” and the communication sta-
tus is “None”. The destination list creation part 20 assigns the
busy icon 1100-4c¢ to the potential destination terminal where
the operating condition is “Online” and the communication
status is not “None”. The destination list creation part 20
assigns the busy icon 1100-4a to the potential destination
terminal where the operating condition is “Offline”.

With reference to FIG. 22, the terminal extraction part 54 of
the management system 50 searches the destination list man-
agement table (FIG. 12) by the terminal ID “Olaa” of the
source terminal 10aa that has sent the login request as a
search key, and extracts terminal IDs of other source termi-
nals that have been registered as potential destination termi-
nals for the terminal ID “Olaa” of the source terminal 10aa
(step S35). In the destination list management table shown in
FIG. 12, the terminal IDs to be extracted are “Olab”, “0lba”,
“0lcb”, and “01db”.

Subsequently, the terminal state acquisition part 55 of the
management system 50 searches the terminal management
table (FIG. 11) by the terminal ID “Olaa” of the login request
terminal (the terminal 10aa) that has sent the login request as
a search key, and receives the operating condition and the
communication status of the login request terminal (the ter-
minal 10aa) which has sent the login request (step S36).

Subsequently, the transmitter/receiver part 51 transmits
status information including the terminal ID “Olaa”, the oper-
ating condition “online”, and the communication status
“None” of the request source terminal 10aa obtained in step
S36 to the terminals the operating conditions of which are
presented as “Online” in the terminal management table
(FIG. 11) among the terminals (10ab, 10ba, 10¢b, and 10db)
corresponding to the terminal IDs (“0lab”, “Olba”, “Olcb”,
and “01db”) extracted in step S35 (steps S37- and S37-2).
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Next, the terminal 10ba and the terminal 1046 display the
status information about the potential destination terminals
onthedisplay 120, respectively (step S38-1, S38-2). Note that
when the transmitter/receiver part 51 transmits the status
information to the terminals (10ba, 104b), the transmitter/
receiver part 51 refers to the IP addresses of the terminals
managed in the terminal management table (FIG. 11) based
on the respective terminal IDs (“O1ba”, “01db”). Accord-
ingly, the terminal ID “Olaa”, the operating condition
“Online”, and the communication status “None” of the login
request terminal (the terminal 10aa) may be transmitted to the
terminals (the terminals 10ba, 10db) capable of communicat-
ing with the login request terminal (the terminal 10aa).

In a similar manner as step S21, when the user of another
terminal 10 switches ON the power switch 109 shown in FI1G.
2, the operation input receiving part 12 shown in FIG. 5
receives a power-ON signal and subsequently the other ter-
minal 10 will perform a process similar to the above-de-
scribed process of steps S22 through S38-1, 38-2. Thus, a
description of the process of steps S22 through S38-1, 38-2 is
omitted.

Next, with reference to FIG. 24, a process to request for
starting a communication with other terminals is discussed. In
the process shown the FI1G. 24, various kinds of management
data are transferred with the management data session sei.

In an example of FIG. 24, the terminal 10aa which is
allowed to login in FIG. 22 transmits a start request. Thus, the
terminal 10aa operates as a source terminal in the example.
The terminal 10aa as the source terminal may communicate
with at least one of the terminals in which the operating
condition is “Online” and the communication status “None”
based on the status information for the potential destination
terminal received in step S32 discussed in FIG. 22.

In the transmission system 1, the source terminal (the ter-
minal 10aa) may communicate with the terminal 1046 in
which the operating condition is “Online” and the communi-
cation status is “None” in the terminals (10ab, 10ba, 1045,
and 10dc) as the potential destination terminals. In the fol-
lowing example, the case in which the user of the source
terminal (the terminal 10aa) operates the terminal to start
communicating with the destination terminal (the terminal
10db) is explained.

In a state prior to the beginning of the process shown in
FIG. 22, the display 120aa of the terminal 10aa as the source
terminal shows the destination list shown in FIG. 23. In addi-
tion, the user of the source terminal may choose another
terminal (i.e. a terminal for starting a session) from the des-
tination list.

In the process shown in FIG. 24, a process for choosing a
destination terminal is performed when the user of the source
terminal pushes the operation button 108 shown in FIG. 2 to
choose the destination terminal (the terminal 104b) (step
S41).

FIG. 25 is a detailed flowchart for explaining a process to
choose the destination terminal performed by the source ter-
minal. When the destination terminal 1045 is chosen by the
user via the operation button 108, the operation input receive
part 12 shown in FIG. 5 accepts a request for starting a
communication (i.e. a session) with the destination terminal
(the terminal 10db) (step S41-1). Next, the display control
part 16 displays a start confirmation dialog 1200-1 shown in
FIG. 26 on the destination list (step S41-2).

The start confirmation dialog 1200-1 is a user interface to
confirm the start request accepted in step S41-1. The start
confirmation dialog 1200-1 has a “Proceed” button 1200-2 to
start to transmit the start request and a “Cancel” button 120-3
to cancel the transmission of the start request.
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In this embodiment, since only a restricted session is
expected, no item exists to specify whether to limit terminals
which are allowed to join a session started by the start request.
However, in order to make it possible to establish a non-
restricted session, a specific button to start a restricted session
(or non-restricted session) such as a “Start Restricted Ses-
sion” (or “Start Non-Restricted Session”) button may be
used.

Here, when the user pushes the “Proceed” button 1200-2,
the transmitter/receiver part 11 creates a start request includ-
ing restriction information representing that only permitted
terminal(s) may join the session started from the start request
(step S41-3). The start request created in step S41-3 includes
the restriction information “Private Invite” indicating the start
of a restricted session; the terminal ID “0Olaa” of the source
terminal; and the terminal ID “01db” of the destination ter-
minal.

With reference back to FIG. 24, the transmitter/receiver
part 11 of the terminal 10aa transmits the start request includ-
ing the terminal ID “Olaa” of the source terminal (the termi-
nal 10aa), the terminal ID “01db” of the destination terminal
(the terminal 104b), the restriction information indicating the
restricted session, and the IP address of the source terminal to
the management system 50 (step S42). In this way, by receiv-
ing the start request, the transmitter/receiver part 51 of the
management system 50 is able to obtain the IP address
“1.2.1.3” of the source terminal (the terminal 10aa) which has
transmitted the start request.

Next, based on the terminal ID “Olaa” of the source termi-
nal (the terminal 10aa) and the terminal ID “01db” of the
destination terminal (the terminal 1045) included in the start
request, the state management part 53 modifies a field of a
record including the communication status of the terminal ID
“Olaa” and “01db” in the terminal management table of the
terminal management DB 5003 (FIG. 11) (step S43).

With reference to FIG. 27, the process of step 43 is dis-
cussed further. First, the state management part 53 shown in
FIG. 5 obtains the communication status of the terminal man-
aged in the terminal management DB 5003 (step S43-1).
Here, the “Private Invite” included in the start request
received by the transmitter/receiver part 51 is identified as a
change request. The change request determination part deter-
mines whether the change request is a pre-determined change
request such as “Private Invite”. Based on the determination,
the state management part 53 obtains the communication
status of the source terminal (the terminal 10aa) as well as the
destination terminal (the terminal 10db). The state manage-
ment part 53 searches the terminal management table (FIG.
11) by the terminal ID “Olaa” of the source terminal (the
terminal 10aa) as a search key, and obtains the communica-
tion status “None” of the source terminal (the terminal 10aq)
which has sent the start request. Similarly, the state manage-
ment part 53 obtains the communication status “None” of the
destination terminal (the terminal 10d44).

Next, the state management part 53 obtains pre-change
statuses of the source terminal and the destination terminal
corresponding to the change request “Private Invite” (step
S43-2). In this case, the state management part 53 searches
the status change management table (FIG. 17) by the change
request “Private Invite” and the terminal information “source
terminal” as search keys, and obtains the pre-change status
“None” of the source terminal. Similarly, the state manage-
ment part 53 searches the status change management table
(FIG. 17) by the change request “Private Invite” and the
terminal information “destination terminal” as search keys,
and obtains the pre-change status “None” of the destination
terminal.
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Next, the state management part 53 compares the obtained
communication status with the pre-change status, and deter-
mines whether they are identical (step S43-3). Here, the state
management part 53 compares the obtained communication
status “None” of the source terminal (the terminal 10aa) with
the obtained pre-change status “None” of the source terminal,
and determines whether they are identical. Similarly, the state
management part 53 compares the obtained communication
status “None” of the destination terminal (the terminal 10d5)
with the obtained pre-change status of the destination termi-
nal, and determines whether they are identical.

In step S43-3, when the communication status and the
pre-change status of the source terminal are identical and the
communication status; and the pre-change status of the des-
tination terminal are identical (step S43-3, Yes), the state
management part 53 obtains post-change statuses of the
source terminal and the destination terminal corresponding to
the change request “Private Invite” (step S43-4). Here, the
state management part 53 searches the status change manage-
ment table (FIG. 17) by the change request “Private Invite”
and the terminal information “Source Terminal” as search
keys, and obtains the post-change status “Private Calling” of
the source terminal. Similarly, the state management part 53
searches the status change management table (FIG. 17) by the
change request “Private Invite” and the terminal information
“Destination Terminal” as search keys, and obtains the post-
change status “Private Ringing” of the destination terminal.

Based onthe terminal ID “0Olaa” of the source terminal (the
terminal 10aa) and the terminal ID “01db” of the destination
terminal (the terminal 1045), the state management part 53
modifies fields of the communication status on records
including the terminal ID “Olaa” and “01db” in the terminal
management table (FIG. 11) (step S43-5). Here, based on the
obtained post-change status of the source terminal, the state
management part 53 changes into “Private Calling” the field
of the communication status on the record including the ter-
minal ID “0Olaa” in the terminal management table. Similarly,
based on the obtained post-change status of the destination
terminal, the state management part 53 changes into “Private
Ringing” the field of the communication status on the record
including the terminal ID “01db” in the terminal management
table.

In step S43-3, when it is determined that the communica-
tion status and the pre-change status ofthe source terminal are
not identical; or the communication status and the pre-change
status of the destination terminal are not identical (step S43-3,
No), the state management part 53 does not modify the field
of the communication status on the record including the ter-
minal ID “Olaa” and the terminal ID “01db” in the terminal
management table (FIG. 11). This is because either the source
terminal (the terminal 10aa) or the destination terminal (the
terminal 10db) is not able to start a communication. In this
case, the transmitter/receiver part 51 creates a pre-determined
error message, and transmits it to the source terminal (the
terminal 10aq) to finish the process (step S43-6). The source
terminal displays the error message on the display 120.

With reference back to FIG. 24, the process after the com-
munication statues are changed in step S43-5 is discussed
below. The session ID creation part 56a creates a session 1D
“sel” to identify a session (a content data session “sed”) for
performing a video conference between the source terminal
(the terminal 10aa) and the destination terminal specified by
the source terminal (step S44). When the session ID is cre-
ated, the session management part 57 stores the session ID
“sel” in the volatile storage part 5100.

Next, the relay device selection part 56 of the management
system 50 selects a relay device 30 for relaying content data
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in the content data session “sed” established between the
source terminal “10aa” and the destination terminal “1045”
(step S45). Here, the relay device extraction part 565 searches
the relay-device management table (FIG. 15) by the terminal
1D “Olaa” of the source terminal (the terminal 10aa) and the
terminal ID “01db” of the destination terminal (the terminal
10db) included in the start request transmitted by the source
terminal (10aa), and extracts relay device IDs “111a” and
“111d” corresponding to the terminal (10aa, 10d4b).

When the extracted relay device IDs are identical, the
selection part 56¢ refers to the operating condition of the
extracted relay device ID in the operating conditions of the
relay devices 30 managed in the relay device management
table (FIG. 9). When the operating condition of the relay
device ID is “Online”, the selection part 56¢ selects the
extracted relay device as the relay device for relaying the
content data. When the extracted relay device IDs are not
identical or the operating condition of the relay device ID is
“Offline”, the selection part 56¢ selects relay device 30e
having the relay device ID “111¢” as the relay device for
relaying the content data. In the following discussion, it is
assumed that the selection part 56¢ selects the relay device
30e.

After the relay device 30e is selected, the session manage-
ment part 57 stores the relay device ID “111¢” of the selected
relay device, the terminal ID “Olaa” of the source terminal
(the terminal 10aa), and the terminal ID “01db” of the desti-
nation terminal (the terminal 10456) in the fields of “Relay
Device ID”, “Source Terminal ID”, and “Destination Termi-
nal ID” on the record including the session ID “sel” in the
session management table (FIG. 13) of the non-volatile stor-
age part 5000 (step S46).

Next, the transmitter/receiver part 51 shown in FIG. 5
transmits to the source terminal (the terminal 10aa) the ses-
sion ID created by the session ID creation part 56a and relay
device connection information used to connect the relay
device 30e selected by the selection part 56¢ (step S47). The
relay device connection information may include the IP
address “1.1.1.3”, authentication information, and port infor-
mation about the relay device 30e. In this way, the terminal
10aa may obtain the relay device connection information
used to connect to the relay device 30e relaying the content
data in the session identified by the session ID “sel”.

Next, the transmitter/receiver part 51 transmits to the des-
tination terminal (the terminal 10d5) start request including
the terminal ID “0laa” of the source terminal (the terminal
10aa), “Private Invite”, and the session ID “sel”; the relay
device connection information used to connect the relay
device 30e; and the IP address of the management system 50
(step S48). Thus, the transmitter/receiver part 11 of the des-
tination terminal (the terminal 10d5) is able to receive the
start request, and obtains the relay device connection infor-
mation used to connect the relay device 30e relaying the
content data and the IP address “1.1.1.2” of the management
system which has sent this information.

With reference to FIGS. 28 and 29, a process in which a
user of the destination terminal which has received the start
request pushes the operation button 108 and the destination
terminal starts a communication (i.e. establishes a session)
with the source terminal (the terminal 10aq) is discussed.

At the beginning of the communication process shown in
FIG. 28, the display 120d4b of the destination terminal (the
terminal 10db) shows a start request reception screen indicat-
ing that a start request is received (step S49-1). As shown in
FIG. 29, the start request reception screen 1300-1 indicates
that the start request is received. In addition, when the start
request includes restriction information representing that the
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conference is restricted, the start request reception screen
1300-1 may show a message such as “Only permitted person
can attend this conference” (i.e. a message indicating that the
conference is restricted).

By viewing the start request reception screen, the user may
confirm that the start request is received. In addition, the user
may confirm whether the video conference relating to the
start request is restricted. In this embodiment, since only the
restricted session is used, the message indicating that the
conference is restricted may be omitted.

In response to the push operation of the operation button
108 by the user of the destination terminal, the operation input
receive part 12 accepts a response for allowing to start a
communication (i.e. establish a session) with the source ter-
minal (the terminal 10aa) (step S49-2). Next, the transmitter/
receiver part 11 of the destination terminal (the terminal
10db) transmits to the management system 50 a start response
including the terminal ID of the destination terminal (the
terminal 10db); the terminal ID of the source terminal (the
terminal 10aa); a change request “Accept” indicating that an
establishment of a session is allows; and the session ID “sel”
(step S50).

When the transmitter/receiver part 51 of the management
system 50 receives the start response, based on the terminal
1D “Olaa” of the source terminal (the terminal 10aa) and the
terminal ID “01db” of the destination terminal (the terminal
10db), the state management part 53 changes fields of the
communication statuses on the records including the terminal
ID “Olaa” and “01db” in the terminal management table
(FIG. 11).

With reference to FIG. 27, the process of step S51 is dis-
cussed in detail. First, when the transmitter/receiver part 51 of
the management system 50 receives the start response, the
state management part 53 obtains the communication status
of the terminal managed in the terminal management table
(FIG. 11) (step S51-1) similarly to step S43-1. Here, the
change request determination part 61 determines that the
change request “Accept” received by the transmitter/receiver
part 51 is a pre-determined change request. Based on the
determination, the state management part 53 obtains not only
the communication status “Private Ringing” of the destina-
tion terminal (the terminal 1045) but also the communication
status “Private Calling” of the source terminal (the terminal
10aa).

Next, similarly to step S43-2, the state management part 53
obtains the pre-change status “Private Calling” and “Private
Accepted” of the source terminal corresponding to the change
request “Accept” managed in the status change management
table (FIG. 17).

In addition, the state management part 53 obtains the pre-
change status “Private Ringing” of the destination terminal
corresponding to the change request “Accept” managed in the
status change management table (FIG. 17).

Next, the state management part 53 compares the obtained
communication status with the pre-change status, and deter-
mines whether they are identical (step S51-3). Here, the state
management part 53 compares the obtained communication
status “Private Calling” of the source terminal (the terminal
10aa) with either the obtained pre-change status “Private
Calling” or “Private Accepted” of the source terminal, and
determines whether they are identical. Similarly, the state
management part 53 compares the obtained communication
status “Private Ringing” of the destination terminal (the ter-
minal 10db) with the obtained pre-change status “Private
Ringing” of the destination terminal, and determines whether
they are identical.
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In step S51-3, when the communication status and the
pre-change status of the source terminal are identical and the
communication status; and the pre-change status of the des-
tination terminal are identical (step S51-3, Yes), the state
management part 53 obtains post-change statuses of the
source terminal and the destination terminal corresponding to
the change request “Accept” included in the start response
(step S51-4). Here, the state management part 53 searches the
status change management table (FIG. 17) by the change
request “Accept”, the terminal information “Source Termi-
nal”, and the pre-change status “Private Calling” ofthe source
terminal as search keys, and obtains the post-change status
“Private Accepted” of the source terminal. Similarly, the state
management part 53 searches the status change management
table (FIG. 17) by the change request “Accept”, the terminal
information “Destination Terminal”, and the pre-change sta-
tus “Private Ringing” of the destination terminal as search
keys, and obtains the post-change status “Private Accepted”
of the destination terminal.

Based on the terminal ID “Olaa” of the source terminal (the
terminal 10aqa) and the terminal ID “01db” of the destination
terminal (the terminal 10456), the state management part 53
modifies fields of the communication status on the records
including the terminal ID “Olaa” and “01db” in the terminal
management table (FIG. 11) (step S51-5). Here, based on the
obtained post-change status of the source terminal, the state
management part 53 changes into “Private Accepted” the
field of the communication status on the record including the
terminal ID “Olaa” in the terminal management table. Simi-
larly, based on the obtained post-change status of the desti-
nation terminal, the state management part 53 changes into
“Private Accepted” the field of the communication status on
the record including the terminal ID “01db” in the terminal
management table.

In step S51-3, when it is determined that the communica-
tion status and the pre-change status ofthe source terminal are
notidentical; or the communication status and the pre-change
status of the destination terminal are not identical (step S51-3,
No), the state management part 53 does not modifies the field
on the record including the terminal ID “0Olaa” and the ter-
minal ID “01db” in the terminal management table (FIG. 11).
In this case, the transmitter/receiver part 51 creates a pre-
determined error message, and transmits it to the destination
terminal (the terminal 104b) to finish the process (step S51-
6).

With reference back to FIG. 28, the subsequent process is
discussed assuming that the communication statues are modi-
fied in step S51-5. The transmitter/receiver part 51 transmits
to the source terminal (the terminal 10aa) a start response
including the terminal ID “01db” of the destination terminal
(the terminal 10d4b); the change request “Accept” indicating
that the communication with the destination terminal is
allowed; and the session ID “sel” (step S52). When receiving
the start response, the transmitter/receiver part 11 of the
source terminal (the terminal 10aa) transmits to the relay
device 30e the session ID “sel” and the relay device connec-
tion information obtained in step S47 to connect to the relay
device 30e (step S53). On the other hand, the transmitter/
receiver part 11 of the destination terminal (the terminal
10db) transmits to the relay device 30e the session ID “sel”
and the relay device connection information obtained in step
S48 to connect to the relay device 30e (step S54).

Next, with reference to FIG. 30, a process in which the
relay device 30e relays content data between the source ter-
minal (the terminal 10aa) and the destination terminal (the
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terminal 104b) is discussed. In the process shown in FIG. 30,
various kinds of information are transferred with the manage-
ment data session “sei”.

After the source terminal (the terminal 10aa) has con-
nected to the relay device 30e (step S53), the transmitter/
receiver part 11 transmits to the management system 50 a
relay request including the terminal ID “Olaa” of the source
terminal (the terminal 10aa); the session ID “sel”; and a
change request “Join” to request for starting relay (step S71-
1).

When the transmitter/receiver part 51 of the management
system 50 receives the relay request, based on the terminal ID
“Olaa” of the source terminal included in the relay request,
the state management part 53 modifies the field of the com-
munication status on the record including the terminal 1D
“Olaa” in the terminal management table (FIG. 11) (step
S72-1).

With reference to FIG. 31, the process in step S72-1 is
discussed in detail. In FIG. 31, the source terminal which has
transmitted the relay request is called as “relay request termi-
nal”. First, the state management part 53 shown in FIG. 5§
obtains the communication statuses of the terminals managed
in the terminal management DB 5003 (step S72-1-1). Here,
the change request determination part 61 determines that the
change request “Join” received by the transmitter/receiver
part 51 is not a pre-determined change request in advance. In
response to the determination, the state management part 53
obtains only the communication status of the relay request
terminal (the terminal 10aa). The state management part 53
searches the terminal management table (FIG. 11) by the
terminal ID “Olaa” of the relay request terminal (the terminal
10aa) as a search key, and obtains the communication status
“Private Accepted” of the relay request terminal (the terminal
10aa) which has sent the relay request.

Next, the state management part 53 obtains pre-change
status corresponding to the change request “Join” (step S72-
1-2). In this case, the state management part 53 searches the
status change management table (FIG. 16) by the change
request “Join” as a search key, and obtains the pre-change
status “Private Accepted”.

Next, the state management part 53 compares the obtained
communication status with the pre-change status, and deter-
mines whether they are identical (step S72-1-3). Here, the
state management part 53 compares the obtained communi-
cation status “Private Accepted” of the relay request terminal
(the terminal 10aa) with the obtained pre-change status “Pri-
vate Accepted”, and determines whether they are identical.

In step S72-1-3, when the communication status and the
pre-change status of the source terminal are identical (step
S72-1-3, Yes), the state management part 53 obtains a post-
change status corresponding to the change request “Join”
(step S72-1-4). Here, the state management part 53 searches
the status change management table (FIG. 17) by the change
request “Join” as a search key, and obtains the post-change
status “Private Busy”.

Based onthe terminal ID “0Olaa” of the source terminal (the
terminal 10aa), the state management part 53 modifies the
field of the communication status on record including the
terminal ID “Olaa” in the terminal management table (FIG.
11) (step S72-1-5). Here, based on the obtained post-change
status, the state management part 53 changes into “Private
Busy” the field of the communication status on the record
including the terminal ID “Olaa” in the terminal management
table.

In step S72-1-3, when it is determined that the communi-
cation status and the pre-change status of the relay request
terminal are not identical (step S72-1-3, No), the state man-
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agement part 53 does not modifies the field of the communi-
cation status on the record including the terminal ID “0laa” in
the terminal management table (FIG. 11). In this case, the
transmitter/receiver part 51 transmits an error message to the
relay request terminal (the terminal 10aq) to finish the pro-
cess (step S72-1-6).

With reference back to FIG. 30, the process after the com-
munication statues are changed in step S72-1-5 is discussed
below. The management system 50 transmits to the relay
device 30e a relay start request including the terminal ID
“Olaa” of the relay request terminal and the session ID “sel”
(step S73-1). When the relay start request is received, the
relay device 30e transmits to the management system a relay
start response including a notification “OK” indicating that
the starting relay is allowed (step S74-1). After receiving the
response, the transmitter/receiver part 51 of the management
system transmits this relay start response to the relay request
terminal (the terminal 10aa) (step S75-1). In this way, a
content data session “sed” is established between the relay
request terminal (the terminal 10aa) and the relay device 30e
(step S76-1).

On the other hand, after the destination terminal (the ter-
minal 10d5) has connected to the relay device 30e (step S54
shown in FIG. 28), the transmitter/receiver part 11 transmits
to the management system 50 a relay request including the
terminal ID “01db” of the destination terminal (the terminal
10db); the session ID “sel”; and a change request “Join” to
request for starting relay (step S71-2).

Next, similarly to steps S72-1, S73-1, S74-1, and S75-1
performed by the management system 50 and the relay device
30e, content data session “sed” between the destination ter-
minal (the terminal 104b) and the relay device 30e is estab-
lished (steps S72-2, S73-2, S74-2, S75-2, and S76-2). In step
S72-2, the destination terminal which has transmitted the
relay request is treated as a relay request terminal. When the
content data session “sed” between the relay request terminal
(the terminal 10aa) and the relay device 30e and the content
data session “sed” between the destination terminal (the ter-
minal 104b) and the relay device 30e are established, the relay
device 30¢ may relay three types of image data (i.e. low
resolution, medium resolution, and high resolution) and voice
data between the terminals (10aa, 10d5). Thus, the terminals
(10aa, 104b) may start a video conference.

With reference to FIGS. 5 and 32, a process to transfer
content data for the video conference between the source
terminal (the terminal 10aa) and the destination terminal (the
terminal 10db) is discussed. Processes such as a transfer of
the content data and a detection of delay time stated later are
common in data flows from the terminal 10aaq to the terminal
10db and vice versa. Thus, one of the flows is explained and
the other is not explained.

The transmitter/receiver part 11 of the source terminal (the
terminal 10aa) transmits, via the communication network 2,
to the relay device 30e image data of a target imaged in the
imaging part 14 and voice data input by the voice input part
15a with the content data session “sed” (step S81). In the
transmission system 1, three types of image data (i.e. low,
medium, and high resolution) shown in FIG. 21 and voice
data are transferred. Thus, the transmitter/receiver part 31 of
the relay device 30e receives the three types of the image data
and voice data.

Next, the data quality check part 33 searches the altered
quality management table (FIG. 7) by the IP address “1.3.2.4”
of'the destination terminal (the terminal 10db) as a search key,
and extracts the quality of the image data to be relayed. Thus,
the data quality check part 33 confirms the quality of the
image data to be relayed (step S82). In the transmission
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system 1, the confirmed quality of the image data is “High
Resolution” and it is identical with the quality of the image
data received by the transmitter/receiver part 31, the relay
device 30e¢ relays the image data and the voice data as the
same quality to the destination terminal (the terminal 10d5)
with the content data session “sed” (step S83). Therefore, the
transmitter/receiver part 11 of the destination terminal (the
terminal 1045) may receive the content data, and the display
control part 16 may display an image based on the image data
on the display 120 while the voice output part 156 may output
voice based on the voice data.

Next, the delay detection part 18 of the terminal 10db
detects delay time of the image data received by the transmit-
ter/receiver part 11 at a certain intervals (e.g. 1 sec) (step S84).
In this embodiment, it is assumed that the delay time is 200
ms.

The transmitter/receiver part 11 of the destination terminal
(the terminal 104b) transmits, via the communication net-
work 2, to the management system 50 delay information
representing the delay time “200 ms” with the management
data session “sei”. In this way, the management system 50
may obtain the delay time as well as the IP address “1.3.2.4”
of the terminal 104 which has sent the delay information.

The delay time management part 60 of the management
system 50 searches the terminal management table (FIG. 11)
by the IP address “1.3.2.4” of the destination terminal (the
terminal 10d4b) as a search key, and extracts the corresponding
terminal ID “01db”. In addition, the delay time management
part 60 stores the delay time “200 ms” represented in the
delay information in the field of the delay time on the record
of the terminal ID “01db” (step S86).

Next the quality determination part 58 searches the quality
management table (FIG. 14) by the delay time “200 ms” as a
search key, and extracts the corresponding quality “Medium
Resolution” of the image data. Thus, the quality determina-
tion part 58 determines that the quality is “Medium Resolu-
tion” (step S87).

The transmitter/receiver part 51 searches the relay device
management table (FIG. 9) by the relay device ID “111e”
associated with the terminal ID “01db” in the session man-
agement table (FIG. 13) as a search key, and extracts the
corresponding IP address “1.1.1.3” of the relay device 30e
(step S88).

The transmitter/receiver part 15 transmits, via the commu-
nication network 2, to the relay device 30e quality informa-
tion representing the quality “Medium Resolution” of the
image data determined in step S87 with the management data
session “sei” (step S89). The quality information includes the
IP address “1.3.2.4” of the destination terminal (the terminal
104b) which is used as a search key in step S86. The altered
quality management part 34 of the relay device 30e stores the
IP address “1.3.2.4” of the destination terminal 10 (the ter-
minal 10db) and the quality “Medium Resolution” of the
image data to be relayed by associating them (step S90).

Next, similarly to step S81, the source terminal (the termi-
nal 10aaq) transmits to the relay device 30e three types of the
image data and voice data with the content data session “sed”
(step S91). Similarly to step S82, the data quality check part
33 searches the altered quality management table (FIG. 7) by
the IP address “1.3.2.4” of the destination terminal (the ter-
minal 104b) as a search key, and extracts the quality “Medium
Resolution” of the image data to be relayed. Thus, the data
quality check part 33 confirms the quality of the image data to
be relayed (step S92).

In the transmission system 1, the confirmed quality of the
image data is “Medium Resolution”, which is lower than the
quality “High Resolution” of the image data received by the
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transmitter/receiver part 31. Thus, the data quality change
part 35 reduces the quality of the image data from “High
Resolution” to “Medium Resolution” (step S93). Next, the
transmitter/receiver part 31 transmits, via the communication
network 2, to the terminal 1046 the image data the quality of
which has been changed into “Medium Resolution” and the
voice data which has not been changed with the content data
session “sed” (step S94). In this way, when the delay is
detected by the destination terminal receiving the image data,
the relay device 30e changes the quality of the image data and
makes it possible to avoid making the attendees of the video
conference uncomfortable.

During the video conference, the terminal 10 joining the
video conference (i.e. the display 120 of the terminal 10
joining the established session) may display an indication of
whether the video conference is using the restricted session or
not so that the user may know that the video session is
restricted.

Next, with reference to FIG. 33, a process in which the
terminal 10¢b transmits a join request to request for joining
the content data session established between the source ter-
minal (the terminal 10aa) and the destination terminal (the
terminal 104b) is discussed The terminal 10cb operates as a
join request terminal which transmits the join request. In the
process shown in FIG. 33, various kinds of information are
transferred with the management data session “sei”.

When a user desires to join an established session and a
video conference using the established session, the user oper-
ates his terminal (the terminal 10¢b in this case) according to
the login process discussed with FIG. 22 so that the display
120cd of the terminal 10cd shows the destination list (step
S101).

As shown in FIG. 34, the display 120¢d of the terminal cd
shows the destination list 1400 indicating destination termi-
nals capable of establishing a session with the terminal 10cd
as the source terminal.

The user of the join request terminal (the terminal 10cb)
operates the operation button 108 shown in FIG. 2 to choose
a terminal which has joined a session (hereinafter called a
“join terminal”) that the user desires to join from the destina-
tion list 1400. In response to the choice, the operation input
receive part 12 accepts a join request for joining the estab-
lished content data session (step S104). In the following dis-
cussion, it is assumed that the terminal 1045 is chosen as the
join terminal.

The transmitter/receiver part 11 of the join request terminal
(the terminal 10¢b) which requests for joining the established
session transmits to the management system 50 a join request
including the terminal ID “Olcb” of the join request terminal
(the terminal 10c¢b); a change request “Call” indicating that
the terminal 10¢b requests for joining the content data ses-
sion; and the terminal ID “01db” of the chosen join terminal
(step S105).

‘When the management system 50 receives the join request,
the management system 50 determines, using the destination
list management table (FIG. 12), whether to connect the join
request terminal (the terminal 10¢b) with the join terminals
(the terminals 10aa, 104b) joining the content data session
“sed” (step S107). With reference to FIG. 35, the process in
step 107 is discussed in detail. FIG. 35 is a flowchart for
explaining a process to determine whether to accept the join
request based on the communication status.

The state management part 53 searches the terminal man-
agement table (FIG. 11) by the terminal ID “01db” of the
chosen join terminal (the terminal 104b) indicated in the join
request as a search key, and obtains the communication status
of the join terminal (the terminal 10db) (step S106-1). The
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join determination part 63 refers to the obtained communica-
tion status. When the obtained communication status is not
“Private Busy” (step S106-2, No), the process ends.

On the other hand, when the obtained communication sta-
tus is “Private Busy” as this embodiment in which the
restricted session is established (step S106-2, Yes), the join
determination part 63 determines that the join request termi-
nal is not allowed to connect to the established session (step
S106-4). Next, the transmitter/receiver part 11 transmits to
the join request terminal (the terminal 10¢d) a join failure
notification indicating that the join request terminal is not
allowed to join the session (step S106-5, step S109 in FIG.
33). When the join request terminal (the terminal 10c¢d)
receives the join failure notification, the join request terminal
displays the notification on the display 120.

With reference to FIG. 36, a process in which the terminal
10aa leaves the content data session established among the
terminals (10aa, 10cbh, 10d4b) is discussed. In FIG. 36, all of
the management information is transferred with the manage-
ment data session “sei”.

When a user of the terminal 10aa pushes the operation
button 108 shown in FIG. 2, the terminal 10aa accepts a
request to leave the content data session (step S121). The
transmitter/receiver part 11 of the terminal 10aq transmits to
the management system 50 a leave request including the
terminal ID “Olaa” of the terminal 10aa; a change request
“Leave” indicating the terminal 10aa requests for leaving the
content data session; and the session ID “sel” (step S122). In
the following discussion, the terminal which transmits the
leave request is called as a “leave request terminal”.

When receiving the leave request, the state management
part 53 of the management system 50 modifies, based on the
terminal ID “Olaa” of the terminal 10aa included in the leave
request, the field of the communication status on the record
including the terminal ID “Olaa” in the terminal management
table (FIG. 11) (step S123).

Here, with reference to FIG. 31, the process in step S123 is
discussed in detail. In this discussion, the word “Relay
Request Terminal” shown in FIG. 31 shall be deemed to be
replaced with “Leave Request Terminal”. First, the state man-
agement part 53 shown in FIG. 5 obtains the communication
statuses of the terminals managed in the terminal manage-
ment DB 5003 (step S123-1). Here, the change request deter-
mination part 61 determines that the change request “Leave”
received by the transmitter/receiver part 51 is not a pre-deter-
mined change request in advance. In response to the determi-
nation, the state management part 53 obtains only the com-
munication status of the leave request terminal (the terminal
10aa). The state management part 53 searches the terminal
management table (FIG. 11) by the terminal ID “0Olaa” of'the
terminal 10qa as a search key, and obtains the communication
status “Private Busy” of the leave request terminal (the ter-
minal 10aa).

Next, the state management part 53 obtains pre-change
status corresponding to the change request “Leave” (step
S123-2). In this case, the state management part 53 searches
the status change management table (FIG. 16) by the change
request “Leave” as a search key, and obtains the pre-change
status “Private Busy”.

Next, the state management part 53 compares the obtained
communication status with the pre-change status, and deter-
mines whether they are identical (step S123-3). Here, the state
management part 53 compares the obtained communication
status “Private Busy” of the leave request terminal (the ter-
minal 10aa) with the obtained pre-change status “Private
Busy”, and determines whether they are identical.
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In step S123-3, when the communication status and the
pre-change status of the source terminal are identical (step
S123-3, Yes), the state management part 53 obtains a post-
change status corresponding to the change request “Leave”
(step S123-4). Here, the state management part 53 searches
the status change management table (FIG. 16) by the change
request “Leave” as a search key, and obtains the post-change
status “None”.

Based on the terminal ID “Olaa” of the leave request ter-
minal (the terminal 10aa), the state management part 53
modifies the field of the communication status on record
including the terminal ID “0laa” in the terminal management
table (FIG. 11) (step S123-5). Here, based on the obtained
post-change status, the state management part 53 changes
into “None” the field of the communication status on the
record including the terminal ID “0Olaa” in the terminal man-
agement table.

In step S123-3, when it is determined that the communica-
tion status and the pre-change status of the relay request
terminal are not identical (step S123-3, No), the state man-
agement part 53 does not modify the field of the communi-
cation status on the record including the terminal ID “0laa” in
the terminal management table (FIG. 11). In this case, the
transmitter/receiver part 51 transmits an error message to the
relay request terminal (the terminal 10aq) to finish the pro-
cess (step S123-6).

With reference back to FIG. 36, the process after the com-
munication statues are changed in step S123-5 is discussed
below. The session management part 57 removes the terminal
1D “Olaa” from the field of the leave request terminal on the
record including the session ID “sel” in the session manage-
ment table (FIG. 13) in the non-volatile storage part 5000.
The management system 50 transmits a leave request to the
relay device 30e (step S125). The leave request indicates that
the leave request terminal requests for leaving the session.
Theleave request includes the terminal ID “0laa” of the leave
request terminal (the terminal 10aa) and the session ID “sel”.
In this way, the relay device 30e disconnects from the content
data session for the terminal 10aa, and stops the connection
for the terminal 10aa. Next, the relay device 30e transmits a
leave response to the management system 50 (step S126). The
leave response indicates that the leave request terminal is
allowed to leave the session. The leave response includes the
terminal ID “Olaa” of the leave request terminal (the terminal
10aa) and the session 1D “sel”.

When the management system 50 receives the leave
response, the transmitter/receiver part 51 transmits to the
terminal 10aa a leave response including the terminal 1D
“Olaa” of the leave request terminal (the terminal 10aa); a
change request “Leave”; the session ID “sel”; and a notifi-
cation “OK” indicating that the leave request terminal is
allowed to leave the session (step S127). When receiving the
leave response, the leave request terminal (the terminal 10aa)
accepts a request for power-off in response to a push of the
power switch 109 (step S128). When the request for power-
off is accepted, the transmitter/receiver part 11 transmits to
the management system 50 a disconnect request including the
terminal ID “Olaa” of the leave request terminal (the terminal
10aa) and a notification to disconnect the connection between
the leave request terminal and the management system 50
(step S129).

When the transmitter/receiver part 51 of the management
system 50 receives the disconnect request, based on the ter-
minal ID “Olaa” of the leave request terminal (the terminal
10aa) included in the disconnect request, the state manage-
ment part 53 removes the entry of the field of the communi-
cation status on the record including the terminal ID “0laa” in
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the terminal management table (FIG. 11) (step S130). Next,
the transmitter/receiver part 51 transmits to the leave request
terminal (the terminal 10aa) a disconnect response indicating
that the leave request terminal is allowed to disconnect (step
S131). In this way, the management system 50 stops the
management data session for the leave request terminal (the
terminal 10aa) and stops the connection between the leave
request terminal and the management system 50.

When accepting the disconnect response, the leave request
terminal (the terminal 10aaq) turns off the power and ends the
process (step S132). The terminals 10¢b, 10db may discon-
nect from the content data session “sed” to finish the video
conference similarly to steps S121-S132.

Advantage of the Transmission System

As stated above, in the transmission system 1 according to
this embodiment, the transmitter/receiver part 51 of the man-
agement system accepts from the third terminal (the terminal
10cb) a join request to the established session between the
first terminal (the terminal 10aa) and the second terminal (the
terminal 104b). When the established session is restricted, the
join determination part 63 prevents the third terminal from
joining the session. As a result, the management system 50
may prevent a third party from joining a session for a confer-
ence in which secure information is communicated.

Also, the management system 50 controls connections for
the first terminal (the terminal 10aa), the second terminal (the
terminal 104b), and the third terminal (the terminal 10¢b).
The transmitter/receiver part 51 transmits to the third terminal
relay device connection information used to connect to the
relay device 30e which relays content data transmitted by the
first terminal to the second terminal. In this way, the third
terminal may connect with the relay device 30e with this relay
device connection information.

As discussed with FIG. 33 in this embodiment, the terminal
10cd (i.e. the join request terminal) chooses a terminal joining
the restricted content data session from the destination list,
and transmits the join request to the management system 50.
After receiving the join request, the management system 50
determines whether the join request terminal is allowed to
join the session. Alternatively, the terminal 10cd may have the
join determination part (not shown), and the join determina-
tion part may determine whether the terminal is allowed to
join the session.

In this case, at step S104 shown in FIG. 33, when the
terminal 10cd accepts a request to join an established content
data session from a user, the join determination part deter-
mines whether the terminal is allowed to join the session.

FIG. 37 is a flowchart for explaining a process performed
by the terminal to determine whether the terminal is allowed
to join a session. In this variant, similarly to the above-men-
tioned embodiment, the operating condition of the source
terminal joining the restricted content data session is “Online
(Busy)” and the communication status is “Private Busy”.
Similarly to the above-mentioned embodiment, at steps S37-
1, S37-2 in FIG. 22, the operating condition and the commu-
nication status of the source terminal are received in advance,
and the icon corresponding to the status is shown in the
destination list shown in FIG. 34. In more detail, the icon
“Online (Busy)” is displayed on the destination list for the
source terminal.

First, a user chooses a destination terminal (hereinafter
called a “join terminal”) from the destination list shown in
FIG. 34, which has joined a session that the user desired to
join (step S101 in FIG. 33); the join determination part
accepts the choice (step S104-1). Next, the join determination
part refers to the destination list to confirm the communica-
tion status of the chosen join terminal (step S104-2).
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When the communication status is “Offline” (step S104-2,
Offline), the transmitter/receiver part 11 refrains from trans-
mitting a join request to the management system 50 (step
S104-3).

When the communication status is “Online (Busy)” (step
S104-2, Online (Busy), the transmitter/receiver part 11
refrains from transmitting a join request to the management
system 50, and displays a message indicating that the desti-
nation terminal is busy on the display (step S104-4).

FIG. 38 is a diagram showing an example screen including
a message indicating the destination is busy. In this way, the
user may learn that the session that the user desires to join is
restricted.

When the communication status is “Online (Available)”
(step S104-2, Online (Available), the join determination part
determines that the session is not restricted, and the transmit-
ter/receiver part 11 transmits a join request to the manage-
ment system 50 to connect to the destination terminal (step
S104-5).

In this embodiment, the terminal 10cd has the join deter-
mination part (not shown) which determines whether the
terminal 10cd is able to join the session. Thus, the join request
is not transmitted to the management system 50 if the session
is restricted. As result, the load of the management system 50
may be decreased.

For example, in the above-mentioned embodiment, it is
possible to hide that the session is restricted by changing the
operating condition of the join terminal which has joined the
restricted session into “Offline” to show it on the destination
list.

However, when the join terminal which has joined the
restricted conference is shown as “Offline”, in case where all
destination terminals are “Offline”, it is difficult for the user to
identify that they have been “Offline” or joined the restricted
session, or the communication system itself is down.

In addition, it is difficult for the user to identify the reason
why the terminal to which the user desires to connect is
“Offline” (i.e. the terminal has joined the restricted session or
the terminal has just disconnected).

Thus, it is hard for the user to determine that he should wait
for the end of the restricted session or he should ask a system
administrator to connect the terminal to the communication
system.

To deal with the situation, in this embodiment, the join
terminal in the restricted session is shown as the communi-
cation status “Online (Busy)” on the destination list. In addi-
tion, when the terminal is chosen by the user, as shown in FI1G.
38, the user is notified that he cannot start a call to the terminal
(i.e. transmit a join request). Thus, the user may clearly know
that the chosen terminal from the destination list has joined
the restricted session.

Note that the transmission system 1 in this embodiment
discussed above may be modified or improved.

Supplement

The terminal ID to identify the terminal 10 in the transmis-
sion system 1 may be replaced with a user ID to identify the
user of the terminal as needed. In this case, the management
system 50 may accept a login request with the user ID instead
of the terminal ID (step S22). The management system 50
may manage the user ID after the step.

The management system 50 and the program supply sys-
tem 90 may be implemented in a single computer or a plural-
ity of computers in which each part is deployed separately.
When the program supply system is implemented in a single
computer, programs transmitted by the program supply sys-
tem 90 are transmitted in separate modules or a single mod-
ule. In addition, when the program supply system 90 is imple-
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mented in a plurality of computers, the programs may
transmitted by the computers in separate modules.

In addition, storage media storing the programs for the
terminal and the relay device and the transmission manage-
ment programs; the HD 204 storing the above-mentioned
programs; and the program supply system 90 having the HD
204 are used when the programs for the terminal and the relay
device and the transmission management programs are pro-
vided to users as program products domestically or abroad.

In the transmission system 1, the quality of the image data
is managed with the resolution in the altered quality manage-
ment table shown in FIG. 7 and the quality management table
shown in FIG. 14, but the quality is not limited to the resolu-
tion. For example, a depth of the image data, a sampling
frequency of voice data, and a bit length of the voice data may
be used to manage the quality.

The receipt date/time is managed in the relay device man-
agement table shown in FIG. 9, the terminal management
table shown in FIG. 11, and the session management table
shown in FIG. 13, but the receipt date/time may be managed
in different manners. For example, just receipt time may be
managed in the tables.

In the above-mentioned transmission system 1, the IP
address of the relay device is managed in the relay device
management table shown in FIG. 9, and the IP address of the
terminal is managed in the terminal management table shown
in FIG. 11, but the relay device and the terminal may be
managed with other identifiers. For example, in order to iden-
tify the relay device 30 or the terminal in the communication
terminal 2, specific information such as a fully qualified
domain name (FQDN) may be used. In this case, the IP
address associated with the FQDN is managed in a domain
name system (DNS) server. In addition, the specific informa-
tion may be expressed as “relay device connection target
information representing the connection target to the relay
device 30 in the communication network 2” or “relay device
destination information representing the destination to the
relay device 30 in the communication network 2. Similarly,
the specific information may be expressed as “terminal con-
nection target information representing the connection target
to the terminal 10 in the communication network 2” or “ter-
minal destination information representing the destination to
the terminal 10 in the communication network 2”.

The word “video conference” may be replaced with “TV
conference” in the transmission system 1.

In the above-mentioned embodiment, the transmission
system 1 is explained using an example of the video confer-
ence. However, this invention is not limited to the example.
For example, the transmission system 1 may be a telecom-
munication system with an IP phone or an Internet phone.
Alternatively, the transmission system 1 may be a car navi-
gation system. In this case, for example, one of the terminals
10 may be a car navigation device installed in a car, and
another may be an administration terminal or an administra-
tion server which manages the car navigation system in a
control center or another car navigation device installed in
another car.

FIG. 53 is a diagram showing a system including a car
navigation device as a transmission terminal. Here, one of the
terminals 10 is a car navigation device 200-2 installed on a car
601. Another terminal 10 is an administration terminal 200-1
used by a communicator working in an administration center
604; an administration server 603 managing the car naviga-
tion devices; or another car navigation device 200-3 installed
in another car 602.

FIG. 54 is a diagram showing a configuration of the car
navigation device. The car navigation device has a control
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part 611 configured to control the device itself, a GPS receiver
612, a velocity sensor 613, a gyro censor 614, and road map
data 615. The terminal 10 according to this embodiment is
connected to the control part 611. The control part 611 may be
implemented by a microcomputer, which executes programs
to provide car navigation functions. The GPS receiver 612 is
configured to receive signals from GPS satellites, and outputs
coordinates of the current position. The velocity sensor 613 is
configured to detect a velocity of the car (rotating velocity of
the wheels). The gyro sensor 614 is configured to detect an
angle rate, and detects a travelling direction of the car by
integrating the angle rate.

The road map data 615 represents roads by combinations
of' nodes and links. The road map data 615 may be stored in
the car in advance or may be downloaded from an external
device. The road map is displayed on the display 120.

In addition, the car navigation device may provide addi-
tional functions such as an audio function to output music or
a TV program or a browser function to show a web site.

The control part 611 estimates the current position of the
car by applying an autonomous navigation using the travel-
ling direction detected by the gyro censor 614 and the travel-
ling distance detected by the velocity sensor 613 to the coor-
dinates obtained by the GPS receiver 612. The current
position of the car is displayed on the road map with a my car
indicator.

The car navigation device is connected to the communica-
tion network 2 via a cell phone network with a function of the
terminal 10 or a cell phone.

The terminal 10 displays a screen shown in FIG. 23 (or
FIGS. 46, 50, 51, and 52 described later) on the display 120.
Thus, a driver or a passenger may choose a destination ter-
minal from the destination terminal displayed on the display
120. After logging in, the terminal may transmit or receive
image data from the camera or voice data. In addition, in
response to an operation of the driver or the passenger, the
terminal may capture display data such as aroad mapora TV
screen. Inthis case, the car navigation device may transmit the
display data to the other car navigation device.

Thus, similarly to the terminal 10 placed in an office, the
car navigation device may transmit and receive the image
data, the voice data, and the display data.

In addition, the transmission system 1 may be a voice
conference system or a PC screen sharing system. Alterna-
tively, the transmission system 1 may be a communication
system of a cell phone. In this case, the terminal 10 is a cell
phone. An example screen of the destination list is shown in
FIG. 39. FIG. 39 is a diagram showing a configuration of the
terminal 10 as the cell phone and an example screen of the
destination list. As shown in FIG. 39, the terminal as the cell
phone has abody 1110-1; a menu button 1110-2 placed onthe
body 1110-1; a display 1110-3 placed on the body 1110-1; a
microphone 1110-4 placed at the bottom of the body 1110-1;
and a speaker 1110-5 placed on the body 1110-1. The menu
button 1110-2 is used to display a menu screen indicating
icons of various applications. The display 1110-3 includes a
touch sensor so that the user chooses a destination name to
call another cell phone.

In the above-mentioned embodiment, the content data has
only the image data and the voice (sound) data, but it is not
limited to those examples. For example, the content data may
include touch data. In this case, the touch data input by the
user on a cell phone is transferred to another cell phone. In
addition, the content data may include smell data. In this case,
the smell data detected by a cell phone is transferred to
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another cell phone. The content data may include at least one
of'the image data, the voice data, the touch data, and the smell
data.

In addition, the transmission system 1 in the above-men-
tioned embodiment is discussed using an example of the
video conference. However, the transmission system 1 may
beused for any meetings or conversation between colleagues,
families, or friends. Furthermore, the transmission system 1
may beused for one-way communication such as a seminar or
a class.

Configuration of Another Transmission System

The basic configuration of the transmission system used in
the embodiment of this invention is discussed above. In the
following, a transmission system 1A, which is a variant of the
transmission system 1, and devices included in the transmis-
sion system 1A are discussed. The transmission system 1A
may distribute a call for a destination to a plurality of termi-
nals, and improves efficiency of the system. The hardware
configurations of devices in the transmission system 1A are
identical with ones shown in FIGS. 2-4.

FIG. 40 is a block diagram showing a functional configu-
ration of the transmission system 1A according to the
embodiment. The functional configuration shown in FIG. 40
corresponds to one shown in FIG. 5. Compared to the man-
agement system 1 shown in FIG. 5, some parts of functions of
the management system are modified in the management
system 1A. In the following, the difference is discussed
mainly. The functions of the terminal 10 and the relay device
30 included in the transmission system 1A are similar to the
transmission system 1. Thus, the discussion for the functions
of'the terminal 10 and the relay device 30 are omitted.

The non-volatile storage part 5000 of the management
system 50A according to this embodiment has a group 1D
management DB 5010 and a group status management DB
5011. Both tables are discussed below.

(Group ID Management Table)

The non-volatile storage part 5000 includes a group 1D
management DB 5010 formed of a group ID management
table shown in FIG. 43. FIG. 43 is a diagram showing the
group ID management table. The group ID management table
indicates whether each terminal ID is a group ID.

Here, the group ID is discussed in detail. The group ID
defines a group including one or more terminal IDs. The
group ID is displayed on the destination list similarly to the
terminal ID. However, when a terminal requests for call to the
group ID, the management system SA establishes one of the
terminal IDs associated with the group ID. A destination list
management table shown in FIG. 42 corresponds to FIG. 12.
Here, the group ID “01xx” is set as the destination terminal ID
for the terminal having the terminal ID “Olaa”.

As shown in FIG. 43, when the terminal ID is the group ID,
the field of “Group ID Flag” is set to “True”, and grouped
terminal IDs and the group name is set. On the other hand,
when the terminal ID is not the group ID, the field of “Group
ID Flag” is set to “False”, and no value is set for “Grouped
Terminal IDs” and “Group Name”.

(Group Status Change Management Table)

The non-volatile storage part 5000 includes a group status
management DB 5011 formed of a group status change man-
agement table shown in FIG. 44. FIG. 44 is a diagram show-
ing the group status change management table. In this group
status change management table, the group ID of each group
is associated with the operating condition.

Functions of Management System

With reference back to FIG. 40, the management system
50A according to this embodiment has a group status update
part 64 compared to the management system 50 shown in
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FIG. 5. The group status update part 64 is configured to
execute a process shown in FIG. 48 (discussed later) at any
timing, and updates the operating condition of the group in
the group status change management table.

The group status update part 64 is configured to refer to the
group ID management table, and identifies the terminal ID
where the “Group ID Flag” is “True” (i.e. the group ID). Next,
the group status update part 64 obtains operating conditions
of the terminals having the terminal IDs associated with the
group ID from the terminal management table shown in FIG.
41 (some values are different from the table shown in FIG.
11). When the operating condition of at least one terminal is
“Online (Available)”, the group status update part 64 deter-
mines that the status of the group is “Online (Available)”, and
sets it in the group status change management table shown in
FIG. 44. On the other hand, when the operating conditions of
all terminals are “Offline” or “Online (Busy)”, the group
status update part 64 determines that the status of the group is
“Offline”, and sets it in the group status change management
table shown in FIG. 44.

Note that the group status update part 64 may set a certain
status such as “Online (Unavailable)” as the status of the
group when the operating conditions of all terminals are
“Offline” or “Online (Busy)”. The operating condition of the
group is displayed on the terminal which has registered the
group ID to the destination list as needed.

In addition, the terminal extraction part 54 of the manage-
ment system 50A according to this embodiment is configured
to extract the terminal 1Ds including the group ID from the
destination list management table (FIG. 42). The terminal
extraction part 54 searches the destination list management
table by the group ID as a search key, and extracts the terminal
1Ds of other terminal IDs which have registered the group ID
as a potential destination terminal.

Furthermore, the terminal state acquisition part according
to this embodiment is configured to search the terminal man-
agement table (FIG. 41) by the terminal ID as a search key,
and retrieve the operating condition and the communication
status for each terminal ID. Also, the terminal state acquisi-
tion part 55 searches the group status change management
table (FIG. 44) by the group ID as a search key, and retrieves
the operating condition for each group ID. Thus, the terminal
state acquisition part 55 may acquire the operation condition
of the group capable of communicating with the terminal
which has sent the login request.

In this way, the transmission system 1A introduces the
group ID which is treated equally with the terminal ID, and
automatically establishes a session between the terminal
requesting call to the group ID and one of the terminals
associated with the group ID. Thus, the transmission system
1A achieves a call distribution function. With this function,
especially between a store of a service provider, which has the
small number of stores, and its call center, efficient video
conferencing is achieved using the relay device 30. In other
word, the user does not have to choose one of the terminals in
the call center from the destination list. In addition, the ser-
vice provider may dynamically determine the number of ter-
minals in the call center depending on the demand of the calls
from the store.

Process/Operation of Embodiment

With reference to FIGS. 45, 47, 48, and 49, a process
performed in the transmission system 1A is discussed.

FIG. 45, which corresponds to FIG. 22, shows a sequence
diagram representing a process to start a call between termi-
nals. A process from when the terminal 10aa turns on to when
it transmits a request for a destination list (steps S21-S26) is
in common with FIG. 22.
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At step S27, the terminal extraction part 54 searches the
destination list management table (FIG. 42) by the terminal
1D “0laa” of the source terminal 10aa that has sent the login
request as a search key, and retrieves the terminal IDs (includ-
ing the group ID) of potential destination terminals capable of
communicating with the source terminal (i.e., the terminal
10aa). As a result, the terminal extraction part 54 extracts the
terminal IDs of the potential destination terminals capable of
communicating with the source terminal.

In this example, terminal IDs “Olab” and “01xx” of the
potential destination terminals associated with the terminal
1D “Olaa” of the source terminal 10aa are extracted. In addi-
tion, the terminal names “Japan Tokyo Office AB Terminal”
and the group name “Call Center” corresponding to the
potential destination terminals are extracted. The terminal
name and the group name are obtained from the terminal
management table shown in FIG. 41 and the group 1D man-
agement table shown in FIG. 43 with the terminal ID and the
group ID, respectively.

Next, similarly to step S28 shown in FIG. 22, the transmit-
ter/receiver part 51 reads data of the destination list frame,
and transmits to the source terminal 10aa “destination list
information” including the destination list frame, the terminal
ID and the group ID, and the terminal name and the group
name (step S29).

In this way, the transmitter/receiver part 11 of the source
terminal 10aa receives the destination list information, and
the store/read processing part stores the destination list infor-
mation in the volatile storage part 1002 (step S30).

The terminal state acquisition part 55 of the management
system 50A searches the terminal management table (FIG.
41) and the group status change management table (FIG. 44)
by the terminal IDs (“0Olab” and “01xx”) of the potential
destination terminals extracted by the terminal extraction part
as search keys, and retrieves the operating condition (both the
terminal and the group) and the communication status (the
terminal only) of the potential destination terminals extracted
by the terminal extraction unit 54 based on the terminal ID
and the group ID (step S31).

Subsequently, the transmitter/receiver part 51 transmits,
via the communication network 2, to the login request termi-
nal status information including the terminal ID (including
the group ID) used as the search key in step S31 and the
operating condition (both the terminal and the group) and the
communication status (the terminal only) of the potential
destination terminals corresponding to the terminal ID and
the group ID (step S32). In particular, in step S32, the status
information including the terminal ID “0Olab” as the search
key and the operating condition “Offline” of the potential
destination terminal (i.e. terminal 10ab) is transmitted to the
login request terminal (i.e. terminal 10aa). In addition, the
status information including the group ID “O1xx” as the
search key and the operating condition “Online (Available)”
of'the potential destination terminal (i.e. the group “01xx”) is
transmitted to the login request terminal (i.e. terminal 10aa).

The subsequent steps are in common with FIG. 22.

FIG. 46, which corresponds to FIG. 23, is a diagram show-
ing an example screen of the destination list on the transmis-
sion system 1A. The configuration of the screen is similar to
the FIG. 23, but the group name is displayed on the list in FIG.
46. As shown in FIG. 46, the destination list is a display screen
having a destination list frame 1100-1 including a group 1D
1100-12 of the potential destination terminal, the group name
1100-13, and icon 1100-4e reflecting the status of the group.

The types of the icons are an offline icon (e.g. the icon
1100-4a shown in FIG. 23) indicating that all terminals of the
group are offline and are not able to respond; an available icon
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1100-4¢ indicating that at least one of the terminals is online
and ready to respond; and an busy (unavailable) icon (e.g. the
icon 1100-4f shown in FIG. 50) indicating that all terminals
are online but busy. Any shapes of the icons may be used.
When the busy (unavailable) icon is displayed, the user can-
not choose the terminal as the destination. In addition, FIG.
50 shows an example screen in which terminal IDs 1100-13
of the terminals associated with the group are listed in the
destination list frame 1100-1 with the group name. In this
case, at steps S29 and S32 shown in FIG. 45, the terminal
names of the terminals in the group may be transmitted from
the management system 50 to the terminal showing the des-
tination terminal.

Next, with reference to FIG. 47, a process in which the
terminal requests for starting a call to a group is discussed. In
the example of FIG. 47, the terminal 10aa which is allowed to
login the system transmits a start request (i.e. the terminal
10aa operates as a source terminal). Based on the status
information about the potential destination terminal received
at step S32 in FIG. 45, the source terminal 10aa is able to start
communicating with the terminal in which the operating con-
dition is “Online” and the communication status is “None” or
the group in which the operating condition is “Online (Avail-
able)”.

In this example, it is assumed that the user of the source
terminal (the terminal 10aa) chooses the group (the group 1D
“01xx”) as a destination to call. In a state prior to the begin-
ning of the process shown in FIG. 47, the display 120aa of the
terminal 10aaq as the source terminal shows the destination list
shown in FIG. 26. In addition, the user of the source terminal
may choose aterminal or a group (i.e. a terminal or a group for
starting a session) from the destination list.

At step S401, similarly to step S41 shown in FIG. 24, a
process for choosing a destination terminal is performed
when the user of the source terminal pushes the operation
button 108 shown in FIG. 2 to choose the group “Call Center”.
Since a detailed discussion about the process for choosing the
destination terminal has already down with FIG. 25, it is
omitted here.

The transmitter/receiver part 11 of the terminal 10aa trans-
mits the start request including the terminal ID “Olaa” of the
source terminal (the terminal 10aa), the group ID “01xx” of
the destination group, the restriction information ‘“Private
Invite” indicating the restricted session, and the IP address of
the source terminal to the management system S0A (step
S402). In this way, by receiving the start request, the trans-
mitter/receiver part 51 of the management system 50A is able
to obtain the IP address “1.2.1.3” of the source terminal (the
terminal 10aa) which has transmitted the start request.

Here, the start request is transmitted including the restric-
tion information indicating the restricted session because, for
communications between a user (a customer) and a call cen-
ter, other persons except the user using the terminal 10aa and
the communicator using one of the terminals included in the
group are not expected to join the session between the user
and the communicator.

In step S403, one of the terminals associated with the group
1D is selected as a destination terminal communicating with
the source terminal.

With reference to FIG. 49, a process at step S403 is dis-
cussed in detail.

At step S403-1, the terminal extraction part 54 shown in
FIG. 40 searches the group ID management table by the group
1D (the terminal ID) received at step S402 in FIG. 47 as a
search key, and extracts one of the grouped terminal 1Ds.

At step S403-2, the terminal state acquisition part 55
shown in FIG. 40 searches the terminal management table by

10

15

20

25

30

35

40

45

50

55

60

65

46

the terminal ID extracted at step S403-1 as a search key, and
reads the operating condition of the terminal.

At step S403-3, it is determined whether the operating
condition read at step S403-2 is “Online (Available)”. If so,
the process goes to step S403-4, otherwise goes back to step
S403-1.

At step S403-4, the terminal using the terminal ID
extracted at step S403-1 is determined as the destination
terminal.

Here, the source terminal ID is “Olaa” and the destination
group ID is “O1xx”. In this case, the terminal in which the
operation condition is “Online (Available)” in the terminals
associated with the group (the terminal IDs “01ba”, “01db”,
and “01dc”) is only the terminal having the terminal ID
“01dc”. Thus, the terminal 10dc is determined as the destina-
tion terminal.

Note that any policy or method to determine the destination
terminal may be used. For example, the terminal extraction
part 54 may identify a terminal as the destination terminal so
that the number of times that the terminal is determined as the
destination terminal is similar to other terminals. Alterna-
tively, the terminal extraction part 54 may preferentially iden-
tify a high performance terminal.

Referring back to FIG. 47, steps S404-S409 correspond to
steps S43-S48 shown in FIG. 24. Thus, at step S404, based on
the terminal ID “Olaa” of the source terminal included in the
start request and the terminal ID “O1dc” of the destination
terminal determined at step S403, the state management part
53 of the management system 50A modifies the fields of the
communication status on the records including the terminal
ID “0Olaa” and “01dc” in the terminal management table of
the terminal management DB 5003 (FIG. 41).

Subsequent steps S405-S409 are identical with step S44-
S48 shown in FIG. 24. After the process, the statuses of the
terminals 10aa and 10dc are updated, and they start a
restricted session.

In this example, the terminal 10aa which has sent the start
request transmits the start request including the restriction
information “Private Invite” which indicates that the session
is restricted (third party cannot join the session). This is
because the conference between a store (a customer) and a
call center (a communicator) is usually person-to-person
once the session has been established.

However, when the customer requests for a call to a group
and desires to allow the third party to join the call, the terminal
10 may transmit the start request without the restriction infor-
mation representing that the session is restricted. Thus, for
communications with a call center, the customer may receive
support from other communicators using other terminals.

With reference to FIGS. 51 and 52, display examples in
which the terminal 10 shows information about whether the
session is restricted on the display 120 are explained.

FIGS. 51A and 51B is a diagram showing an example
screen displayed by the terminal 10 during a video conference
with another terminal. The terminal 10 may display an image
obtained by the other terminal 10 as well as an auxiliary area
to show detailed information about the conference. The aux-
iliary area indicates the terminal 1D (shown as contact ID in
FIGS. 51A and 51B), the number of attendees to the confer-
ence, duration of the conference, network bandwidth (uplink
and downlink), etc.

Inaddition, the terminal 10 may output an indicator (e.g. an
icon with a certain shape) indicating that the conference is
restricted or not at any position within the auxiliary area.
When the user starts a conference with no restriction and the
session is established, the terminal 10 may display the indi-
cator indicating that the conference is not restricted on the
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display. The terminal 10 may display the indicator when the
terminal receives a notification that the conference is
restricted after the restricted session is established.

With reference to FIG. 51A, an icon in the form of a key is
displayed on the left side of “Network Bandwidth” for the
restricted conference. On the other hand, with reference to
FIG. 51B, no icon is displayed for the non-restricted confer-
ence. By checking presence or absence of the icon, the user
may recognize that he has joined either the restricted confer-
ence or non-restricted conference.

Note that the icon or the auxiliary area itself may be hidden
after a certain period of time. In this case, responding to user’s
operation (e.g. operation button 108), the icon or the auxiliary
area including the icon may be displayed again. The user may
change the display time for the icon or the auxiliary area.

FIG. 52 is a diagram showing an example screen including
the destination list displayed by the terminal 10. Unlike the
destination list shown in FIG. 50, the icon 1100-14 indicating
that the conference is restricted is displayed at the upper right
of'the icon 1100-4f'in FIG. 52. For example, the terminal 10
may display the indicator when the terminal receives the
status “Busy” or “Unavailable” of the group and the terminal
receives a notification that the conference is restricted. By
checking the icon 1100-14, the user of the terminal 10 may
recognize that the destination which is “Busy” or “Unavail-
able” on the destination list has joined either the restricted
session or the non-restricted session.

In this way, the terminal 10 may display the icon indicating
that the conference between the terminal 10 and another
terminal or other terminals is either the restricted conference
or the non-restricted conference. Thus, the user of the termi-
nal 10 may check whether the conference is restricted or not
before or during the conference.

Next, with reference to FIG. 48, a process in which the
group status update part 64 of the management system 50A
updates the group status is discussed. The process is executed
at any timing. For example, the process may be executed at
certain intervals. Alternatively, the process may be executed
in response to a change of the status of any terminal.

At step S501, the group status update part 64 refers to the
group ID management table shown in FIG. 43, and selects one
of the group 1Ds where the “Group ID Flag” is “True”.

At step S502, the group status update part 64 extracts one
of the terminal IDs grouped by the selected group at step
S501.

At step S503, the group status update part 64 refers to the
terminal management table shown in FIG. 41, and reads the
operating condition of the extracted terminal ID at step S502.

At step S504, it is determined whether the operating con-
dition read at step S503 is “Online (Available)”. If so, the
process goes to step S505, otherwise goes to Step S506.

At step S505, the group status update part 64 determines
that the operating condition of the group ID selected at step
S501 is “Online (Available)”, and stores it in the group status
change management table (FIG. 44).

At step S506, it is determined whether all terminal IDs
associated with the group selected at step S501 have been
extracted. If so, the process goes to step S507, otherwise goes
back to step S502, and extracts another terminal ID.

At step S507, the group status update part 64 determines
the operating condition of the group ID selected at step S501
is “Offline”, and stores it in the group status change manage-
ment table (FIG. 44).

At step S508, it is determined whether all group IDs where
the “Group ID Flag” is “TRUE” have been processed. If so,
the process ends, otherwise goes back to step S501 and pro-
cesses another group ID.
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As stated above, the terminal in the transmission system
1A according to this embodiment may start a video confer-
ence for one of terminals included in a group when at least one
of the terminals is available. The user may start the confer-
ence by choosing the group without regard to individual des-
tination terminals. Thus, by deploying terminals according to
this embodiment on a store of a service provider and a call
center, and by grouping the terminals deployed in the call
center, efficiency of support operations with a video confer-
ence is improved.

The present application is based upon and claims the ben-
efit of priority of Japanese Patent Application No. 2013-
049226 filed on Mar. 12, 2013 and Japanese Patent Applica-
tion No. 2014-011501 filed on Jan. 24, 2014, the entire
contents of which are incorporated herein by reference.

PATENT DOCUMENT

[Patent Document 1] Japanese Laid-open Patent Publication
No. 2008-199397
[Patent Document 2] Japanese Laid-open Patent Publication
No. 2012-075073

What is claimed is:

1. A management device comprising:

a status management part configured to manage connection
statuses of terminals representing whether the terminals
are ready to connect to other terminals;

a group management part configured to manage a group
associated with one or more of the terminals, and man-
ages a group status of the group depending on the con-
nection statuses of the terminals associated with the
group, wherein when the connection status of at least
one of the terminals associated with the group represents
that the terminal is ready to connect to other terminals,
the group management part sets the group status so that
the group status represents that the group is ready to
connect;

atransmission part configured to transmit to a first terminal
which is not associated with the group the group status
representing that the group is ready to connect;

an establishment part configured to, responding to a
request to connect to the group from the first terminal,
establish a session to connect the first terminal to a
second terminal which is one of the terminals associated
with the group, wherein the connection status of the
second terminal represents that the second terminal is
ready to connect to other terminals.

2. The management device as claimed in claim 1, further
comprising a session management part configured to prevent
any terminal except the first terminal and the second terminal
from joining the session responding to the request represent-
ing that any terminal except the first terminal and the second
terminal is prevented from joining the session.

3. The management device as claimed in claim 1, wherein
the one or more of the terminals associated with the group are
associated with a group ID.

4. The management device as claimed in claim 3, the group
management part updates the group status associated with the
group ID.

5. The management device as claimed in claim 1, wherein
the transmission part is configured to transmit to the first
terminal information representing that a session between
other terminals has been established and the first terminal is
prevented from joining the session, wherein responding to a
receipt of the information, an indicator is displayed on the
first terminal, the indicator indicating that the session
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between the other terminals has been established and the first
terminal is prevented from joining the session.

6. The management device as claimed in claim 2, wherein
the transmission part is configured to transmit to the first
terminal information representing that the session between
the first terminal and the second terminal has been established
and any terminal except the first terminal and the second
terminal is prevented from joining the session, wherein
responding to a receipt of the information, an indicator is
displayed on the first terminal, the indicator indicating that
the session between the first terminal and the second terminal
has been established and any terminal except the first terminal
and the second terminal is prevented from joining the session.

7. The management device as claimed in claim 6, wherein
the indicator is displayed in the form of a key.

8. A communication system comprising:

a plurality of terminals; and

a management device, wherein

the management device includes

a status management part configured to manage connection
statuses of the terminals representing whether the termi-
nals are ready to connect to other terminals;

a group management part configured to manage a group
associated with one or more of the terminals, and man-
ages a group status of the group depending on the con-
nection statuses of the terminals associated with the
group, wherein when the connection status of at least
one of the terminals associated with the group represents
that the terminal is ready to connect to other terminals,
the group management part updates the group status so
that the group status represents that the group is ready to
connect;

atransmission part configured to transmit to a first terminal
which is not associated with the group the group status
representing that the group is ready to connect;

an establishment part configured to, responding to a
request to connect to the group from the first terminal,
establish a session to connect the first terminal to a
second terminal which is one of the terminals associated
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with the group, wherein the connection status of the
second terminal represents that the second terminal is
ready to connect to other terminals, and

one of the terminals includes

a receipt part configured to receive the group status from

the management device;

an acceptance part configured to accept user input to

specify the group for transmitting the request to connect
to the group; and

a transmitting part configured to transmit the request to

connect to the group to the management device.

9. A non-transitory computer-readable storage medium for
storing a program therein, the program causing a computer to
perform a method comprising:

managing connection statuses of terminals representing

whether the terminals are ready to connect to other ter-
minals;

managing a group associated with one or more of the

terminals;

acquiring the connection statuses of the terminals associ-

ated with the group;

managing a group status of the group depending on the

connection statuses of the terminals associated with the
group, wherein when the connection status of at least
one of the terminals associated with the group represents
that the terminal is ready to connect to other terminals,
the group management part updates the group status so
that the group status represents that the group is ready to
connect;

transmitting to a first terminal which is not associated with

the group the group status representing that the group is
ready to connect;

responding to a request to connect to the group from the

first terminal, establishing a session to connect the first
terminal to a second terminal which is one of the termi-
nals associated with the group, wherein the connection
status of the second terminal represents that the second
terminal is ready to connect to other terminals.
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